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latched onto the digital sphere. It was clear at the 
time that something new was happening and that 
the sudden expansion of the public arena was pro-
foundly transformative. The internet was still in its 
infancy and barely used, but a different space for 
expression was opening up and attracting a lot of 
attention. My early work focused on Wikipedia and 
anti-globalisation activists. The anti-globalisation 
movement was born at that exact same time, and 
its activists became major users of early internet 
technologies. Incredible as it may seem, in 1994, 
members of the Mexican Zapatista National 
Liberation Army, deep in the Lacandon Jungle, 
created one of the first political websites!

JULIA CAGÉ      My initial interests were democ-
racy, elections and voting, and therefore inform- 
ation. I started working on the written press and 
then studied the consequences that the introduc-
tion of new digital technologies could have on the 
production of quality information – on its condi-
tions and methods – before extending my work to 
television. I worked with researchers from the 
French National Audiovisual Institute (INA), in 
particular Nicolas Hervé and Marie-Luce Viaud, 

You are both studying the 
impact of digital technology 
on the media. What was the 
starting point for this 
research?

DOMINIQUE CARDON	      I became interest-
ed in digital technology as soon as it emerged in 
the public sphere in the mid-1990s. At the time I 
was a researcher at the France Télécom research 
centre, where we were working on  telephone usage. 
Then came the internet, which took off very quickly 
and spurred some very innovative uses of commu-
nication tools. Strikingly, the first uses of the in-
ternet immediately had a major political dimen-
sion. Everything took place in a kind of carefree, 
laissez-faire environment that lasted until the early 
2000s. The deployment of these technologies ben-
efited from a very permissive legal regime. Nobody 
really imagined what would actually happen. The 
first political uses of the internet were linked to 
radical political alternatives, on the left, the far left 

and the far right too. The most 
militant groups, which were ig-
nored by the media, quickly 
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What does this imply from 
the point of view of the 
research that is needed??

J. C.         It provides an infinite source of ques-
tions, but we face a number of obstacles. First, the 
weakness of current regulations impacts research. 
We are constantly fighting to gain access to data 
that should be open to the research community 
and to regulators. Without this data, how can reg-
ulators do their job? How can researchers study the 
impact of social media, the spread of false inform- 
ation, and the way in which internet users wield it? 
This is a major issue that regulators should be ad-
dressing. Today, we have to be smarter than the 

who had long been collecting content from main-
stream online media. Together, we studied the way 
in which information spreads on the internet, not-
ing the paucity of original news production. We 
also looked at how people react to the creation of 
original content. Then I moved on to social media 
and their influence, both in terms of disseminating 
information and producing it. X/Twitter, for exam-
ple, has proved to be a major source of information 
for journalists. I’m not making this up: journalists 
interviewed on this subject said they found posts 
on X/Twitter as informative as press agency 
dispatches.
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asking the exact opposite question. We wonder 
what would happen if access to the networks was 
cut off. Would that make people feel better? Doesn’t 
social media make us unhappy? It’s all very para-
doxical. On the one hand, social networks are a 
major source of information – a sounding board. 
They provide access to more information in general 
and to quality information free of charge. They also 
allow citizens to express themselves. Their poten-
tial is immense, but so are the limitations, because 
access to information does not guarantee its con-
sumption. More information is available now than 
before, but there is also other content – and much 
more of it – that competes with this information. 
In a way, social media have damaged information 
consumption. In conjunction with other research-
ers and a major media company, I am conducting 
a controlled experiment with high school students 
to determine whether the barrier to media con-
sumption is cost. Free media subscriptions were 
offered to a group to study whether this encour-
aged members to consume more information. 
Contrary to what we had imagined, we found that 
a significant share did not consume the media to 
which we had subscribed. However, when asked, 
they said that they had spent time reading it. When 
we questioned them further, we realised that they 

platforms to capture data, and we are not always 
successful. For example, when we worked with INA  
to retrieve all the tweets published daily in French, 
we created groups of keywords that are very rarely 
used together, then simultaneously launched a 
search for all these groups of words. This specific 
selection gave us access to almost all the tweets. 
However, we have virtually no data for TikTok. 
Another problem is timing. Everything moves very 
fast, yet researchers need time to retrieve the data, 
organise it and analyse it in detail. As a result, we’re 
always behind, starting to work on Facebook as X/
Twitter overtakes it. My students are also two or 
three steps ahead of me. When I talk to them about 
Facebook, they think that I’m sending them back 
to the Stone Age. When I manage – finally! – to 
produce studies on Instagram, they’ll tell me, 
‘Instagram is over’. To meet the challenge of pro-
ducing cutting-edge research, it’s crucial to draw 
on feedback from students.

You both raise the 
question of the freedom 
of expression that digital 
technology is supposed 
to allow. Does it really exist? 
What has digital technology 
changed in the information 
space?

D. C.      At its inception in the 2000s, digital tech-
nology was seen as very positive and promising. 
Now we realise that it raises many challenges, but 
I still think – sometimes a bit against the tide – 
that we have gained so much from it. The infor 
ation space has opened up to a much greater diver-
sity of channels and, above all, the public is no 
longer a group of silent spectators as it was with 
the press, radio or television. We can complain 
about the dangers, mediocrity, or vacuity of new 
forms of digital expression, but we’re not going 
back. It is hard to dispute that this is a step forward 
in the still unfinished process of democratising 
democracy.

J. C.      In my first lectures at Sciences Po in 2014,  
I underscored the positive aspects of digital tech-
nology. Much research in economics and political 
science had been conducted on the liberating role 
of social media, particularly Twitter during the 
Arab Spring. The impact in Egypt, for example, is 
very well documented. Existing research shows 
that when all channels of communication were con-
trolled and access to the internet was blocked, so-
cial media continued functioning well. This very 
positive view is barely ten years old. Now we’re 

We can 
complain about 
the dangers, 
mediocrity, 
or vacuity 
of new forms 
of digital 
expression, 
but we’re not 
going back.
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2000–2010 era, when we thought that digital tech-
nology would change the information world. Some 
even spoke of the end of media, as everyone would 
become a medium. But today in France, for exam-
ple, it is apparent that the hierarchy of the top me-
dia has not been overturned. The centre stage 
 remains the same as before. In France, with the 
notable exception of Mediapart, today’s leading 
news media were created way before the internet. 
Nor has digital technology given rise to a massive 
body of highly visible disinformation media. It has 
in no way curbed an older trend towards the con-
centration of information space. It has enriched the 
traditional media, at least for the media in good 
enough financial health to invest in creating orig-
inal digital formats. I’m thinking in particular of 
Le Monde and Ouest-France. After a period of crisis, 
they made the most of the digital transition. This 
does not mean, however, that the traditional media 
have succeeded in attracting the vast audience of 
consumers of digital platforms. The main phenom-
enon, as Julia pointed out, is the piecemeal con-
sumption of information. For us old-timers, a me-
dium is also an institution. We read a newspaper 
or follow a channel. The new consumption patterns 
are unitary, meaning that we are interested in one 
piece of news on one medium, a different piece on 
another, and so on. The quality of the source re-
mains important, but the idea that the source be-
longs to a collective – to an editorial team that 
upholds standards – is much less present in the 
minds of digital news consumers. The new gener-
ations no longer consume the large, somewhat 
centralising media that focus on the news of the 
day. They can follow very specific subjects, while 
remaining completely indifferent to the rest.

GATEKEEPERS
The concept of gatekeepers refers to companies that are 
so powerful in a given market that they make other players 
and consumers dependent on their services and hinder 
the entry of newcomers to the market. The European 
Digital Markets Act, in force since 2 May 2023, uses this 
concept to regulate the economic activities of digital plat-
forms in the information market. It considers as gatekeep-
ers platforms capitalised at more than EUR 75 billion on 
the stock market, and those with sales of more than EUR 
7.5 billion in Europe. The five GAFAMs (Google, Apple, 
Facebook, Amazon and Microsoft) as well as Samsung 
and ByteDance are identified as gatekeepers.

J. C.      What you say about concentration is the es-
sential point that the regulator has completely 
missed. The competition authority tends to say: 
‘We’ve never had so many media, so there is no 

weren’t lying. When they received the notifications, 
they read them, but never clicked on the article. So 
they had the impression that they were informed. 
This is a real effect, resulting from social media, 
on the way information is consumed. Most young 
people read the introductions to articles and look 
at bits of tweets and bits of Instagram. I believe this 
creates huge information inequalities between 
those who are just browsing versus big consumers, 
who have never been able to get so much inform- 
ation about the world so easily. Marcus Prior, prof- 
essor of political science at Princeton University, 
has most thoroughly studied this phenomenon, 
even if his subject is not social media but televi-
sion. In his 2007 book, Post-Broadcast Democracy, 
he shows the great paradox of cable television: 
when a host of different channels appeared, includ-
ing all-news channels, a whole segment of the pub-
lic lost interest in news altogether. While access to 
information became easier and more comprehen-
sive, competition from entertainment enabled com-
plete escape from this information. Such escape 
was impossible when there were only three chan-
nels broadcasting a short news programme at the 
same time every day.

D. C.      Digital technology has profoundly reshaped 
the way people get information, but it has not fun-
damentally transformed the structure and hierar-
chy of information sources and media. We had 
imagined the opposite during the pivotal 

How to regulate 
a market that 
we no longer 
know how to 
define and, 
since it is 
globalised, has 
become so much 
more complex?
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problem of concentration. In my economics course, 
I talk about the Herfindahl index. It does not meas-
ure the concentration of a market on the basis of 
the number of companies producing a specific 
good or providing a specific service. Rather, the 
index shows that a media landscape comprising 
just four media each with a 25 per cent market 
share is much less concentrated than a landscape 
with ten media, one of which has a 99 per cent mar-
ket share with the other nine sharing the rest. 
What’s more, percentages do not suffice to properly 
regulate a market that we no longer know how to 
define and, since it is globalised and deployed 
across a multiplicity of platforms, has become so 
much more complex. How do you define market 
share in this context? It requires taking into ac-
count digital, print, YouTube, and social media, 
among others. I believe the European regulator 
took the right approach in its Digital Services Act 
(DSA) and Digital Markets Act (DMA), which used 
the ‘gatekeeper’ concept to try to regulate the eco-
nomic activities of the digital giants (see above). 
Rather than think in terms of market share, as com-
petition authorities have been doing for decades, 
all the key players in the new information space 
should be listed according to the number of indi-
viduals they reach via their various channels, and 
then regulations should be imposed on all those 
who reach more than a given share of individuals. 
These regulations would apply to national media 
as well as to major platforms and global players, 
such as Netflix, that compete with national mar-
kets. In France, the planned merger between the 
television channels TF1 and M6 highlighted these 
new issues. Some people said, ‘We’re not going to 
prevent this merger, because even merged, they’ll 
be tiny compared to Netflix’. These are fascinating 
subjects to deal with, but the challenges are signif-
icant. Compounding the technical pitfalls are the 
obstacles that stem from lobbying and the political 
clout of the players involved.

D. C.      Rethinking regulation is necessary, but it 
seems almost impossible if we only reproduce what 
is done in broadcasting, where we try to measure 
and check the balance between broadcasters. This 
is possible when there are few broadcasters, but 
when there are many, it is very difficult without 
introducing a subtle weighting by audience. While 
it is difficult to impose audience-based rules on 
digital players – which is only done for television 
– there is nothing to stop them from respecting 
the rules that limit public discourse (insult, defa-
mation, anti-Semitism, etc.) and that are very fre-
quently violated.

Aren’t neighbouring 
 rights a solution?

J. C.      Yes, but the way in which the defence of 
neighbouring rights is typically organised (see 
below) shows just how difficult it is to regulate. 
Every time a major platform has been taken to 
court in a national context, it has won. Google won 
against all the German publishers. The same is 
true in Spain. So we set out to regulate at European 
level, but instead of creating directly applicable 
regulations, we simply passed a directive that had 
to be translated into the law of each country. The 
example of France, which was the first country to 
transpose the directive on neighbouring rights, 
shows the inefficiency of the system. In the end, it 
was very complicated for French publishers to ob-
tain from Google the monetary compensation that 
was commensurate with their loss. What’s more, 
only the biggest publishers were able to come out 
ahead. This is happening again with the agree-
ment that Le Monde signed with OpenAI in March 
2024. Here we see a major player in the sector ne-
gotiating an agreement that makes it a privileged 
reference for the answers provided by OpenAI, 
most likely leaving the rest of the industry out in 
the cold. Moreover, these agreements are secret, 
and the amounts involved remain unknown. This 
situation shows that increasing concentration can 
only work in favour of those who already have an 
advantage. Neighbouring rights should not sim-
ply be the subject of a directive, but of a regulation 
that applies equally to all countries and that ben-
efits all publishers in the same way. Instead, we 
ended up with a few winners and a lot of losers. 
Worse still, journalists themselves do not always 
know how much they can claim from their employ-
ers with respect to neighbouring rights, and some 
media outlets have not made provisions for what 
they owe their editors. Journalists, who are already 
in a precarious position, are in a way becoming 
the butt of a joke.

NEIGHBOURING RIGHTS
Rights related to copyright are granted to individuals or 
legal entities involved in the creation of a work without 
being the principal authors. In France, they were estab-
lished in 1985 for the benefit of performers, producers of 
phonograms and videograms, audiovisual communica-
tion companies and the press, who therefore have a 
(neighbouring) right in the exploitation of the work. At 
the European level, these rights were harmonised and 
adapted to technological developments by a directive in 
2000, which allows newspapers, magazines and press 
agencies, for example, to be remunerated when their con-
tent is re-used on the internet.
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of journalists, has somewhat abated. What’s more, 
not all social media organise discussion and the 
visibility of publications in the same way. 
Instagram, for example, has other problems, but 
does not lead to radicalisation. The way in which 
information is shared, circulated and given visibil-
ity can have very different consequences.

J. C.      Filter bubbles (see below) also contribute to 
this polarisation and radicalisation. Design issues 
are important and they once again underscore the 
need for regulation. Take the example, which may 
seem purely technical but isn’t, of the choice a user 
has between a personalised feed and a linear feed, 
between opt in, which requires the internet user’s 
consent to be targeted by the content offered, and 
opt out, which assumes that the internet user agrees 
so long as they haven’t said no. The reality is that 
the vast majority of users are not aware of of this 
choice and pay no attention to the options  provided. 
So if we were to force all the major platforms to 
practise opt in, in other words a personalised feed 
resulting from a user’s consent and not a default 
choice, the impact could be enormous.

D. C.      I’d like to agree with you, but I’m familiar 
enough with the vitality and inventiveness of digi-
tal players on the one hand, and the weight and 
slowness of public policy decisions on the other, to 
know that developers often move faster than any-
one else and always find a way to short-circuit de-
cisions and achieve their ends. That said, more re-
strictive rules are being introduced, notably at the 
European level thanks to the Digital Services Act.

How do you analyse 
the filter bubbles and 
the personalisation 
of the content offered?

J. C.      I like to give my students this little test. I ask 
them to do the same search on Google. To their 
great surprise, none of them gets back the same 
results. The reason is simple. I explain that they 
don’t know how to browse in private mode, or how 
to manage their cookies.

D. C.      These technologies, particularly the ones 
implemented by Google, have the immense advan-
tage of being able to personalise the way data is 
processed and to put the user in a dilemma. 
Personalised results are more practical for them in 
their immediate daily lives. But when they become 
a little more thoughtful and ask themselves, ‘Don’t 
all these refinements also actually close off some 
opportunities and possibilities for me?’ they real-
ise that they are probably being alienated by the 

Digital technology is often 
said to be polarising. Is this 
really the case? There have 
always been media with an 
extreme political slant.

D. C.      The opening up of digital spaces for expres-
sion has increased the number of providers. These 
are not information professionals. Rather, they 
produce text, discourse, opinions, ideas, calls for 
demonstrations, or other forms of public discourse. 
They now let us hear the voices of society in all their 
diversity. The internet exposes us to difficult, 
sometimes rebellious and highly politicised dis-
course that we didn’t hear in the traditional media, 
or at least not in the same way. Political opinions 
are becoming more visible through social media. 
This may start with very small circulations, from 
small, very ideological and very closed groups, but 
they grow in size and visibility. This is the down-
side of the great democratisation of the spoken 
word. It enables opinions to become radicalised or 
closed. The design of digital spaces is also an im-
portant issue, including for research, because 
some of them give much greater power and voice 
to the most extreme comments (see opposite).  
X/Twitter is a case in point. It increases the visibil-
ity of content according to the number of re-tweets 
received, which has the effect of encouraging rad-
ical, provocative and violent statements. Some very 
active accounts re-tweet 300 times a day, giving 
certain content artificial visibility. In short, power 
has been given to those who are the most commit-
ted, and they have radicalised these spaces.  
In French politics, the use of X/Twitter by journal-
ists and political staff has created a kind of distort-
ed, hyper-polarised mirror of public discussion. 
Today this phenomenon, particularly on the part 

The vast 
majority 
of users pay 
no attention 
to the options 
provided.
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correspondence between algorithmic offers and 
their own practices and desires, because they are 
losing out on possibilities. For all that, personali-
sation remains highly effective and is not always 
as discriminating as it is made out to be. I’m think-
ing again of Google, whose results in terms of po-
litical life I have studied a great deal. It is often 
criticised for creating political divides, for example 
by showing left-wing information to left-wing peo-
ple and right-wing information to right-wing peo-
ple for the same given keyword. However, on polit-
ical issues, it has never been possible to show that 
the search engine produces this type of selection. 
Its personalisation system is subtler, and undoubt-
edly more pernicious. If I read quality newspapers 
and am interested in politics, Google will provide 
me with political information from Le Monde and 
Le Figaro. If I don’t read quality media, when I carry 
out searches it will completely ‘forget’ to offer qual-
ity information which it could have been useful to 
access. The search engine’s filter bubble is not 

designed to lock me in on the left or the right, but 
to separate those who are interested in the news 
from those who are not, thereby reinforcing the 
disinterest in public life.

DIGITAL DESIGN
In 2022, the European Commission estimated that 97 per 
cent of the most popular websites and applications in the 
European Union use what is known as a dark design pat-
tern. Drawing on knowledge of human behaviour, plat-
forms design their site interfaces so that users make 
choices that are not the most rational for themselves but 
the most profitable for the platform: playing on scarcity 
to encourage bookings, speeding up decisions by offer-
ing one-click purchasing, increasing the length of time 
users spend on a site with enriched content, increasing 
the level of user engagement by offering them the chance 
to add likes, comments and so on.
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Digital technology 
also held out the 
promise of interaction 
by giving internet users 
the opportunity to react 
and express themselves.

D. C.      In this respect, we are retreating from the 
over-optimistic promises of the 2000s. For a 
high-profile digital medium, it is extremely diffi-
cult and very costly to manage genuine participa-
tion by internet users in open discussions. It needs 
to involve editorial journalists in interactions with 
web users and not delegate this activity to subcon-
tractors who only exercise largely automated cen-
sorship. Such a policy of organised discussion with 
the public has become increasingly rare. In France, 
Mediapart is pretty much the only major media 
outlet to maintain such spaces, but it is very expen-
sive. Its team of moderators is much larger than 
average. Most public interaction spaces on the web 
have closed down as a result of problems caused 
by certain commentators and by hate speech, and 
because they require a real commitment that edi-
torial departments are not always prepared to 
make.

J. C.      I believe these promises were a bit danger-
ous. If you give people what they want and only 
that, you run the risk of missing out on a lot of 
subjects. This is one of the reasons why the quality 
of information is better on radio than on television. 
Television assesses the audiences for its various 
programmes minute by minute to find out how the 
public responds to them, particularly in relation to 
advertising. Radio doesn’t do this, precisely in or-
der to avoid reacting too strongly to small varia-
tions in audience metrics.

What is the impact 
of digital technology 
on the media 
business model?

J. C.      For years, the media’s economic model was 
based on advertising and sales and subscriptions. 
The written press developed on this basis. The 
audiovisual sector relied mainly on advertising 
revenue, with some very marginal forays into pro-
ducing and selling films, series and programmes. 
Digital technology has turned everything on its 
head, with a very small number of players captur-
ing most of the advertising revenue and sometimes 
more than 100 per cent of the growth in the digital 
advertising market.

So the production 
of information, rather 
than its consumption, 
is the problem.

D. C.      Yes, as Julia pointed out, the main effects of 
digital structures are less on consumption than on 
the supply of information. In the debate on disin-
formation, I’ve always defended the idea that fact 
checking has little or no effect, particularly on users 
who are likely to be influenced by misleading state-
ments. On the other hand, its effect on the produc-
tion of information is very important, because it 
reminds journalists of the existence of a system of 
control by the profession, which could expose them 
to symbolic sanctions if they are the source of mis-
information. Regrettably, when it comes to disin-
formation, much attention has been paid to the 
factuality of statements, but little to the real issue: 
ideology. Ideological bias is not a matter of truth or 
falsehood, but of feeding narratives, locking them 
up in systems of interpretation, asserting and re-
peating them. A prime example is the CNews opin-
ion channel, which is much more fuelled by ideolo-
gy than disinformation. This brings us back to the 
issue of regulation, which does not work through 
the channels of factual control of statements, but 
through the speaking time given to political opin-
ions, which implies categorising the speakers. Bear 
in mind, however, at least in France, that highly 
politicised individuals represent a small share of 
the population and that their opinions are stable 
and unlikely to change due to exposure to mislead-
ing information. But on the internet – on Facebook, 
for example – the vast majority of users are not at 
all interested in information, do not share it and do 
not consider this service to be useful to discussing 
current affairs.

J. C.      It would nevertheless be interesting to know 
the causal effect of TikTok use on the vote for 
Jordan Bardella in the European elections in June 
2024. In the absence of scientific research, sorting 
algorithms in interviews provide us with some in-
formation. The people interviewed replied, ‘We like 
Bardella, he makes videos.’ In other words, you 
don’t go to TikTok to find out about politics, but 
once you’re there, you come across Bardella’s vid-
eos and find him to be a likeable character. And 
since these internet users are generally insuffi-
ciently informed, this influences their vote.

D. C.      Social networks do have effects on people who 
have very little interest in politics but can get caught 
up in it. Does this change the way they vote? That’s 
uncertain, given that the mobilisation of non-voters 
can make a difference in election results.
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D. C.      And the effectiveness of advertising is com-
pletely overestimated. Advertisers are aware of 
this, but they continue to buy advertising space 
because they see it as part of an influence strategy. 
The development of digital media has brought a 
cruel reality to light: brands have realised that they 
are paying too much for advertising and that they 
don’t have to use the media to get their message 
across because a much more effective space has 
appeared: search engine results. The shift in ad-
vertising investment from the media to search en-
gines has at least one positive effect: it has shown 
the media that the digital advertising business 
model is fragile and that it is important to combine 
quality information with a financial commitment 
from the consumer.

J. C.      Digital technology very negatively impacted 
the print media, which, when the internet took off, 
made its content available free of charge, thinking 
that with advertising it could monetise what it was 
going to lose from subscriptions and sales. When 
The New York Times first switched to paid access 
before returning to the free model, people said, 
‘That just goes to show that the only solution is free’, 
and so on. If I had written about these issues in the 
early 2000s, I might have made the same error of 
judgement. Today, however, the vast majority of tra-
ditional media, including The New York Times, have 
finally adopted the pay model. Only The Guardian 
remains free. This not-for-profit medium lives off 
substantial donations from readers. But, generally 
speaking, the written press is not recovering well 
from the move online, particularly among younger 
readers. When, for twenty years, you tell your read-
ers that access to your site is free and then, from 
one day to the next, you tell them that they have to 
pay for it, things fall apart. Readers are not prepared 
to pay. Either they find ways of getting around paid 
access, or they stop consuming news. In the long 
term, another problem is funding television, whose 
advertising market will continue to shrink over 
time. Audiences are shrinking, including on digital 
terrestrial television, and there is no alternative 
funding model. Pay-TV channels will continue to 
exist, but on an ad hoc basis. This is a real problem. 
For example, when people ask whether, for environ-
mental reasons, advertising for large cars should 
be banned, I’m spontaneously in favour. But then, 
what about the survival of channels and newsrooms 
that depend heavily on advertising revenue for their 
funding? We need to ask ourselves, collectively, how 
much money we are prepared to spend beyond pub-
lic broadcasting, which receives very little advertis-
ing and that is all to the good. We already accept 
the idea of spending public money to fund quality 
public information. Are we prepared to accept the 

idea that we need more public money if we want a 
healthier overall model that is less dependent on 
advertising revenue? And what would we ask of the 
private media in return? Even models like Le Monde 
and The New York Times, which have more or less 
found their balance despite lower advertising reve-
nues, remain quite fragile and are hit hard by every 
shock: the financial crisis, COVID-19, the exploding 
price of paper, etc. The reality is that there is no 
such thing as a healthy model. There is no actual 
economic equilibrium. That’s why I defend the idea, 
as The Guardian does, that information is a public 
good. The readership is now too small to be able to 
sustain media production on its own. This is what 
happened in the United States, which became an 
information desert when the local press collapsed. 
It was only able to survive thanks to advertising. 
Subscriptions and sales of issues were never enough 
to keep local newspapers going.

Turning to the most 
recent development, 
what is the impact of 
artificial intelligence (AI) 
on the media?

D. C.     Rather than being afraid of the impact of 
AI on the media, it is better to adopt a critical per-
spective on its uses. Some of them can be very in-
teresting, such as the processing of documents and 

When it comes to 
disinformation, 
much attention 
has been paid 
to the factuality 
of statements, 
but little to the 
real issue: 
ideology. 
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information that cannot be processed by journal-
ists because of a lack of time. Others can be dan-
gerous, such as automating the writing of articles 
for commercial purposes or producing forgeries 
that are increasingly difficult to detect. Faced with 
the challenges of AI, as with all technological in-
novations, the question is not about being for or 
against it, but about drawing up a framework and 
rules to ensure that its use is ethical.

J. C.     This is a potentially brilliant tool, but as 
with digital technology, the difficulty lies in know-
ing how best to use it. Once again, this raises the 
crucial question of regulation. What is powering 
the AI? Are the producers of the content it uses 
compensated? How is this content reused? Is it 
sourced? Another problem is that jobs are bound 
to disappear because of AI. Who will claim the re-
sources that are freed up? How can we ensure that 
they produce quality information? How can we pro-
tect those who will lose their jobs? Finally, how can 
the benefits generated by AI be redistributed? This 
kind of tool favours those who are already digitally 
equipped and know how to use it, whereas if we 
don’t train people or ensure that they have access 
to other jobs that match their skills, then a large 
number are bound to suffer.

D. C.   AI raises classic issues of substitution of 
activities, as happened during industrialisation 
and after every technological innovation. What’s 
new is that automation, which previously affected 
mechanical activities or very simple information 
processing, will increasingly involve complex cog-
nitive activities.

Are we prepared to accept 
the idea that we need more 
public money if we want 
a healthier model that is less 
dependent on advertising 
revenue?

Sciences Po and digital transformations

The Institute is one of the two pillars of TIERED, Transforming Interdisciplinary Education and Research 
for Evolving Democracies, a transformative ExcellencES project for the institution.

The Institute benefits from State aid managed by the Agence Nationale de la Recherche (National 
Research Agency) under the France 2030 programme under the reference ‘ANR-22-EXES-0014’.

Partners of TIERED and the Open Institute
CNRS, INRIA, INED, INSERM, IFREMER, INALCO, Université Paris Cité, IDDRI

Launched in 2024, the Open Institute for Digital 
Transformations aims to help tomorrow’s decision-makers 
and citizens better understand and govern digital 
technologies.

Jean-Philippe Cointet, Director of the Open Institute for Digital Transformations

5 themes shared by the Institute’s partners

• Digital inequalities
• Politicisation of science
• Digital participation
• Digital traces for the social sciences
• Culture as data 

“Our ambition is to put Sciences Po on the map of major 
international universities where the relationship between 
digital technologies and society is thought out, tested and 
imagined. To meet this transformative challenge, our ins-
titution must train students in these new issues, forge new 
partnerships with researchers in computer science and 
mathematics, and open up interfaces where this knowledge 
can be disseminated and debated.”
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