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Abstract 

Against the opacity and asymmetrical power that characterise digital platforms, the European Union 
introduced in late 2020 the Digital Services Act (DSA), an ambitious legislation that seeks to promote 
transparency and accountability in platforms. While the directive’s potential benefits and pitfalls have 
been widely discussed, few studies evaluate how it has translated in practice. This study is a first step 
towards bridging this gap. Taking Meta as a case study, it assesses to what extent the DSA has been 
effective in fostering meaningful transparency in social media platforms. It compares Meta’s past 
practices with its current implementation of the DSA, investigating documents produced by Meta, 625M 
statements of reasons from the Transparency Database and Instagram’s user-facing features. The 
results indicate that the DSA has increased meaningful transparency at Meta, but not equally across 
individual, aggregate and systemic levels, the three definitional layers of meaningful transparency. While 
procedural user-facing transparency is quite robust, the DSA has more difficulty fostering understanding 
of the platform’s overall content moderation patterns and impact on society. This can be explained by 
shortcomings in the DSA itself, but also by the visibility-management strategies that Meta deploys when 
releasing public information, which hinder its clarity. The thesis concludes by issuing seven 
recommendations covering two areas: raising the minimum of what is expected of platforms and 
promoting independent research.  
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Main contribution 
The Digital Services Act (DSA) is an innovative piece of legislation, several of whose 
provisions are unprecedented. One year and a half after it first entered into force for Very 
Large Online Platforms and Search Engines, few studies have yet studied what its effective 
impact has been on fostering transparency in social media platforms. Hence, contrary to most 
of the existing literature on the DSA and transparency, this thesis goes past theory and studies 
the DSA in practice, considering the case of Meta. 
 
While the literature on social media transparency tends to focus on individual features, like 
recommender systems or advertising transparency specifically, this work instead seeks to 
provide a comprehensive overview of Meta’s practices on transparency. It reviews the main 
provisions of the DSA point by point and compares their current implementation with past 
practices. By doing so, it offers both a thorough understanding of the different articles of the 
DSA and how they translate in practice, and a historiographical account of Meta’s 
transparency practices to this day.  
 
To get to this result, this study further makes two contributions through its methodology. 
First, it puts forward a framework that defines and operationalises meaningful transparency in 
the context of content moderation on social media, by combining the existing disparate inputs 
of the literature into one coherent whole. The goal of this definitional work is to contribute to 
the literature by conceptualising not so much the meaning of transparency, which is by now 
quite extensively discussed, but of meaningful transparency, whose theorisation is scarcer. 
This provides a basis for analysing social media transparency. Second, it uses data that is not 
yet studied by academia. In particular, to the author’s knowledge, no study has yet been 
published that investigates the Transparency Database after August 2024, and after January 
2024 for Meta specifically, nor is there published work that studies the 2024 transparency 
reports and compares the two provisions. Trujillo et al. (2024) had undergone such a project 
in the first months of the database, but the period that they studied did not match with the 
report’s reporting period so their comparison could not be complete. Further, this thesis 
studies the database over eleven months and includes non-VLOPs, which has not been done 
so far. In addition to being useful for the analysis, this contribution provides a glimpse of the 
database for audiences who are not technically able to investigate it, and sets in stone the 
functioning and flaws of the database before the upcoming Implementing Act changes it.    
 
Additionally, the thesis points to specific elements of Meta’s implementation of the DSA that 
are surprising. This could be of interest to regulators, researchers and civil society, to better 
understand Meta and improve the DSA for the next regulatory periods.  
 
Finally, it is worth mentioning that at the time of writing, profound structural changes seem to 
be happening globally, including in the digital sphere. Amidst transatlantic tensions, the DSA 
has taken an awkward position, being regarded by some as a potential EU weapon against US 
tech giants (offensively or defensively). This thesis is an opportunity to scientifically assess 
and establish the facts that stem from the DSA’s implementation, to shed light on what the 
DSA does and does not do. This way, it can inform public debate with rigorous evidence.  
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Introduction 
Whether we like it or not, social media has become central to social exchanges. The biggest 
social media platforms are now billion-dollar corporations hosting billions of users, who 
exchange a gigantic amount of posts, comments and likes every day. At the same time, social 
media companies have been so far governing their product with relative discretion. We know, 
yet we don’t always realise, that social media have built algorithms and systems that select, 
prioritise and order content for users, that they make revenue from the visualisation of 
particular types of content as part of their advertisement-based business models, and that they 
have drafted moderation rules and built mechanisms to enforce them more or less 
consistently. Yet we don’t know, for the most part, how they proceed, why and for what 
purposes. In this situation, isolated users (by design), but also the societies in which they are 
embedded, find themselves powerless against large profit-led multinationals whose systems 
select and curate the information that they create and consume while acting as potential 
massive amplifiers of specific pieces of content. This grants social media platforms 
significant power, that they have so far exercised in a particularly opaque and unaccountable 
manner. This can prove to be a serious problem for democratic fora. 
 
Against this backdrop, the European Union (EU) introduced the Digital Services Act (DSA) 
in late 2020. The directive represents an unprecedented attempt, by its scale and ambition, to 
promote transparency and accountability in platforms on their content moderation and risk 
management. It was presented as a way to “open the black box” of social media algorithms 
and to put an end to the “so-called ‘Wild West’ dominating [Europe’s] information space” 
(Breton, 2022). This emphasis on transparency, which permeates Western thinking, has been 
praised (who would be against transparency?), yet this simple-minded understanding has also 
been criticised: if a system is so hard to understand that it is comparable to a black box, 
making its sides transparent will only reveal a pile of intricate and unintelligible systems 
(Rieder and Hofmann, 2020). In this context, some have introduced the concept of 
meaningful transparency to refer to the ability to understand the information that is being 
communicated.  
 
Nearly one year and a half after it first entered into force in 2023, there are legitimate 
questions as to what the actual impact of the DSA has been on making social media platforms 
not only more transparent, but more meaningfully transparent in the sense that it has fostered 
additional understanding of how they operate. This work seeks to be a first step in 
undertaking such research. Taking Meta as a case study, this thesis asks the following 
research question: How effective is the DSA in increasing meaningful transparency in 
social media platforms?  
 
Comparing past practices with current implementation, we find that the DSA has positively 
impacted the degree of meaningful transparency that can be observed at Meta across 
individual, aggregate and societal levels, without yet managing to shed light equally on all 
processes. We demonstrate that it guarantees robust meaningful transparency at the 
procedural user-facing level, though processual explanation can lack, but it has more 
difficulty fostering meaningful transparency on the aggregate moderation patterns of 
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platforms, as well as on the systemic impact of their moderation on society. We identify two 
sources to such impediments. First, blind spots and inherent limitations of the DSA itself can 
in practice lead to lower-than-expected results. Second, we observe a tendency for Meta to 
engage in visibility-management strategies when the information that is released is public, as 
opposed to directed to a single user, which leads it to comply to the minimum extent possible 
and/or to produce material whose informational value is limited. Of course, these 
observations take stock of the situation as of April 2025, but they could change as the DSA 
continues to be implemented.  
 
This analysis is structured as follows. Section 1 presents the current state of knowledge on the 
key topics of this thesis with an interdisciplinary perspective, before Section 2 focuses on 
defining and operationalising the notion of “meaningful transparency” in the context of 
content moderation on social media. Section 3 and Section 4 present background information 
on the DSA and the chosen case study, Meta, in relation to transparency. Section 5 then 
presents the data and methodology used to conduct the study. Finally, Sections 6, 7 and 8 
each focus on a definitional layer of meaningful transparency and analyse the relevant DSA 
provisions in relation to their implementation by Meta and their corresponding past practices. 
The final section concludes and puts forward seven recommendations to further increase, and 
guarantee, meaningful transparency in social media platforms.  
 
1. Interdisciplinary state of knowledge 
This section surveys the academic literature to establish the context behind the DSA and its 
emphasis on transparency. The review is organised around the three core themes of this 
thesis: the platform, content moderation, and transparency.  
 
1.1. The platform: a particular business model and a purported neutrality 
Originally, the word “platform” refers to the technological infrastructure that supports the 
creation of digital applications (Gillespie, 2010). This approach permeates computer science, 
where attention is given to the hardware on which platforms operate, but also to their 
(re-)programmable software systems (Poell et al., 2019). A similar attention to architecture 
can be found in business management: Baldwin and Woodard (2009) characterise platforms 
as systems interweaving stable components with evolvability. In economics, more importance 
is given to the function of platforms in the market than to their inherent characteristics. They 
are regarded as intermediaries between groups of providers and consumers, i.e. “digital 
infrastructures that enable two or more groups to interact” (Srnicek, 2016, p.24). They are a 
new organisational form that structurally changes economic exchange by flattening 
hierarchies into networked interactions (Acs et al., 2021), and is believed to increase trade 
efficiency by significantly reducing the cost of information sharing and matching economic 
actors better and faster (Xue et al, 2020). More critical definitions across social science 
disciplines emphasise the inherent capitalist rationale of platforms and their emphasis on 
commodification and data collection (Zuboff, 2019; McMillan, 2020; Sander, 2020). While 
all relevant, these definitions do not alone encapsulate the complex model that characterises 
today’s platforms. Accordingly, Gillespie's (2018) definition, which combines those different 
disciplinary perspectives, is the one that will be preferred in this work. To him, platforms are:  
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Online sites and services that [1] host, organize, and circulate users’ shared content or 
social interactions for them, [2] without having produced the bulk of that content 
themselves, [3] built on an infrastructure for processing data for a range of different 
purposes including the generation of profit, and [4] which moderate the content and 
activity of users (Gillespie, 2018, p.18-21).  

 
This definition points to three features of platforms that the reader should be aware of. First, 
since platforms are recognised as “hosts” of content that they have not produced, they convey 
an image of neutrality (Chander and Krishnamurthy, 2018; Roberts, 2018). In fact, platforms 
have specifically labeled themselves this way to be seen as neutral (Gillespie, 2010), even if 
they are more varied than this sole label suggests (Caplan, 2018). The positioning is strategic: 
by doing so, platforms not only appeal to users through an attractive promise but they also 
deny any responsibility from the content that they host, including from a legal perspective. 
Indeed in US (and to some extent EU) law, publishers bear the responsibility of their own 
content but internet intermediaries do not, for the most part (Tyler et al., 2025). As rather new 
markets, platforms have also been loaded with the liberal and neoliberal imaginary of a 
neutral and apolitical market (McKee, 2017). Yet platforms are not neutral. Platforms 
“intervene” (Gillespie, 2015): they guide, distort or facilitate social activity (Gillespie, 2015) 
through their design (Duquenoy, 2005), technological infrastructure (Leerssen, 2020), 
policies (Suzor, 2018) and practices (Roberts, 2018). They are driven by specific values 
(Hallinan et al., 2022), which are influenced by the particular cultural setting from which they 
originate (Davis and Xiao, 2021). Hence, when analysing platforms, it should be remembered 
that platforms have agency.  
 
The second feature constitutive of platforms is the particular economy and business model(s) 
in which they are embedded. Most platforms, especially social media platforms, work on an 
advertisement-based business model (Acemoglu et al., 2024), whereby they supply two 
products to two customer groups: “content to readers (in exchange for readers’ attention) and 
readers’ attention to advertisers (in exchange for monetary payments)” (Newman, 2019, 
p.1527). In this attention economy, human attention is considered a scarce commodity 
(Crogan and Kinsley, 2012) that platforms, as attention brokers, resell (Wu, 2019). Yet 
attention is not the only currency to be traded in this way. Data, central to Gillespie’s 
definition, is at the core of platforms’ activities and often constitutes another currency 
(McMillan, 2020) for users to pay what can be considered a “rent” for being on the network 
(Langley and Leyshon, 2017). In practice, platforms extract value out of the quantification of 
human life, a process known as datafication (Mejias and Couldry, 2019). Therefore, while 
platforms are commonly thought of as offering “free” products, they rather offer zero-price 
products whose costs are not necessarily inferior to those of other markets (Newman, 2019). 
This can be obfuscated by the current platformisation of society, the process by which 
platforms are gradually instilling all spheres of life, recalibrating common imaginaries around 
their model (Poell et al., 2019). Hence, when analysing digital platforms including for 
apparently unrelated elements such as transparency, it must not be forgotten that these 
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products are designed to serve specific goals, which are often, like Gillespie’s definition 
suggests, profit seeking.  
  
The third element to consider is content moderation, which will be discussed in the next 
sub-section. While a variety of platforms exist, the focus is put from now on on a particular 
type of platforms, social media, which are defined as “Internet-based channels that allow 
users to opportunistically interact and selectively self-present, either in real-time or 
asynchronously, with both broad and narrow audiences who derive value from user-generated 
content and the perception of interaction with others.” (Carr and Hayes, 2015, p.50).  
 
1.2. The trouble with content moderation on social media platforms 
The most common conception of online content moderation is that of sanctioning, referring 
to “mechanisms that aim to prevent harm by removing or reducing the visibility of 
rule-breaking content” (Drolsbach and Pöllochs, 2023, p.1). Though it is a tempting one, this 
restriction obscures the other ways in which platforms act on content. Not only do platforms 
sanction, but they also order: they are both content gatekeepers and content organisers 
(Sander, 2020). Therefore, content moderation should be defined as “the process in which 
platforms shape information exchange and user activity through deciding and filtering what is 
appropriate according to policies, legal requirements and cultural norms” (Zeng and Kaye, 
2022, p.80). Moderating content on social media is arguably a daunting task. It deals with a 
high volume of content and is characterised by a plethora of tensions, starting with the fact 
that it is both a defining feature of platforms and an extremely complex mechanism that 
grants platforms significant asymmetric power over users. Exploring this tension allows us to 
understand why content moderation is an intricate practice and why it has been attracting the 
interest of researchers and regulators alike in the last years.  
 
1.2.1. A necessary component of platforms 
One of the reasons why content moderation has become a central question for academics, 
legislators and companies, is that it is fundamentally indispensable on social media platforms. 
On a practical level, content moderation is essential to guarantee the system’s usability. First, 
platforms are constrained by limited material and architectural capacity (Langvardt, 2018), 
for example fixed-sized servers or data centers. Though it is especially true of early internet 
times (Zuckermann and Rajendra-Nicolucci, 2023) or today’s nascent platforms, moderating 
content is a way to avoid the system’s overload (Grimmelmann, 2015). Second, some degree 
of sorting and hierarchisation is necessary to avoid cacophony, a situation where it would be 
impossible to absorb information because everyone would be talking at the same time 
(Grimmelmann, 2015). Not only would this make social media pointless, but it would also 
disincentivise users from spending time on the platform, which is yet the basis of current 
social media’s business model. Likewise, without some moderation, platforms would likely 
be filled with spam and graphic content, which would make the service unusable.  
 
On a more substantive and perhaps normative level, content moderation can be considered 
necessary to prevent illegal and/or harmful content from getting promoted and shared. This 
includes content ranging from terrorist content and child pornography to hate speech and 
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cyberbullying, all of which social media platforms have been found to host (Tyler et al., 
2025). While moderating illegal content can be accepted, there is less consensus on 
moderating “lawful but awful” content, which some, starting with Meta’s CEO Mark 
Zuckerberg (Zuckerberg, 2025), have denounced as censorship (Citron and Penney, 2024). 
Assessing what online harm means is especially difficult, as it depends on varying societal 
moral norms, markets and architecture (Nourooz-Pour, 2024). For example, the United States 
tends to have a more individualised approach to free speech, where the state is expected to 
never interfere, while Europe is generally more inclined to recognising legal limits on speech 
(Douglas-Scott, 1999). However, what is often seen as dependent on a society’s values may 
actually be a universal human value. In the Universal Declaration of Human Rights, Article 
19 grants individuals the right to freedom of opinion and expression without interference, but 
Article 29 also recognizes that this right can be limited to secure respect for the rights and 
freedoms of others (Mansell et al., 2025). If we consider the case of hate speech, which refers 
to any offensive material deliberately degrading a particular group (Ștefăniță and Buf, 2021), 
empirical evidence showed that it has tangible psychological consequences on victims, while 
also deterring them from exercising their freedom of speech (Citron and Penney, 2024; 
Kosters and Gstrein, 2024; Langvardt, 2018). Further, it has been observed that online hate 
speech and offline violence are correlated (Relia et al., 2019; Siegel, 2020; Wilson and Land, 
2021). Considering that hate speech disproportionately targets the same groups 
(Castaño-Pulgarín et al., 2021), for example the LGBT community (Ștefăniță and Buf, 2021; 
Walters et al., 2020), moderating hate speech (and similar “awful” content) can be considered 
a way to protect freedom of expression (Citron and Penney, 2024) on society level, while 
potentially protecting the integrity of individuals.  
 
1.2.2. A great power that comes with great opacity   
Yet whatever restricts speech or sorts information inherently has an influence over the rights 
to freedom of expression and pluralism of information. This is why rule-setters and enforcers 
of moderation actions necessarily have power over the moderated. Still, how this power is 
handled depends on the moderator’s identity (values, philosophies) and technical choices 
(style, actions) (Jiang et al., 2023). Depending on how the moderator solves the dilemmas of 
content moderation, e.g. efficiency versus quality, centralisation versus distribution (Jiang et 
al., 2023), it is possible for this power to be exercised in a balanced way.  
 
Specifically, most US social media platforms benefit from a blatant asymmetry towards users, 
not only because they strip users off their personal data or impose their terms of service (ToS) 
(Poell et al., 2019), but also because they alone control and understand their moderation 
process. This means that the inherent power that comes with moderating content is exercised 
in an asymmetric way, which, scholars denounce, has very much to do with the inherent 
opacity of social media platforms. To begin with, the rules that platforms use to act on 
content have been largely opaque. It took a long time for social media platforms to 
acknowledge that they were moderating content, even though they have been since their 
creation (Citron, 2018), and an even longer one for them to publish their ToS. Yet ToS do not 
account for the implicit rules (Sander, 2020), nor do they include how they have been created 
(Tyler et al., 2025; Gorwa et al., 2020), why they change, and how they are applied (Kosters 
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and Gstrein, 2024). Further, ToS have been observed to be unequally enforced. People with 
public influence or financial power have been able to get favourable treatment (Sander, 
2020), while marginalised communities like native American people (Vaccaro et al., 2021) 
have faced harsher treatment. Not all platforms are the same, though: in general, large 
platforms are more opaque than smaller ones (Urman and Makhortykh, 2023), and 
commercial-moderated platforms more opaque than user-moderated platforms (Cook et al., 
2021). In any case, these shortcomings might increase in frequency and severity given the 
surge in the use of artificial intelligence (AI) in moderation. Because the rarity of some cases 
means that less training data is available, AI algorithms could make mistakes that would 
induce algorithmic discrimination (Palmeira Ferraz et al., 2024) and raise justice issues, while 
increasing opacity (Gorwa et al., 2020). Scholars also express concern over overreliance on 
AI (Kosters and Gstrein, 2024), which would depoliticise content moderation (Gorwa et al., 
2020) and further strip meaning off language by ignoring context (Wilson and Land, 2021). 
All these elements raise accountability (Nourooz-Pour, 2024; Rieder and Hofmann, 2020) 
and legitimacy (Palmeira Ferraz et al., 2024) issues, which are exacerbated by the fact that 
the “monopoly” of moderation actions is held by private companies (Palmeira Ferraz et al., 
2024, p.381). In fact, Roberts (2018) argues that content moderation is specifically designed 
to increase platforms’ profit. This is consistent with the tension identified in the previous part 
between the neutral platform and the deeply asymmetric platform seeking to maximise profit. 
Therefore, there are good reasons for undertaking some action to correct this undue power, as 
the status quo could pose serious democratic problems. As Olesen (2025) rightly points out, 
though, this is not to say that other organisations are not opaque but only that “Big Tech 
companies are opaque and socially and democratically consequential in new, rather specific 
ways that (...) are distinct enough to merit discussion in their own right” (p.12).  
 
1.3. Is transparency the solution? Interdisciplinary perspectives 
Given the imbalance that currently characterises yet essential content moderation on most 
social media platforms, it seems pressing to identify solutions to restrain their power and 
correct this shortcoming. To this end, several suggestions have been made. To name a few, 
Sander (2020) proposes a human-rights based approach to content moderation that draws on 
the UNGP framework, while Suzor (2018) and others propose digital constitutionalism, a 
framework that seeks to limit governance power by imposing processual obligations that 
place legitimacy and accountability in the center. A common feature that these proposals 
share, and which has been a core element of platform governance over the last years, is a 
focus on transparency as a remedy against the opacity of platforms. This fondness for 
transparency is not a twentieth-century invention: Enlightenment thinkers were fascinated 
with the concept, and 17th-century philosophers praised a very similar value that they called 
“sincerity” (Ward, 2017). This endeavour is not unique to platforms either, thus it is useful to 
zoom out and look at how transparency has permeated other disciplines.  
 
Transparency was widely popular in the 1980s-2000s, with the worldwide advent of Freedom 
of Information (FOI) laws (Meijer, 2014), which mandate governments to release documents 
upon request. They were seen as granting citizens a new right to information by shedding 
light on an opaque system. Over the years, transparency principles have also been applied in 
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the regulation of other sectors, including finance, environmental regulation and political 
campaigning, so that transparency is extensively discussed across domains in the literature. 
Ackerman and Sandoval-Ballesteros (2006) identify a range of benefits fostered by 
transparency across three areas (politics, economics and public administration), in the context 
of open government. On the political level, they believe that transparency could make 
citizens more aware and involved in the activities of their representatives, and could also 
respond to an accountability deficit. A similar argument is advanced for social media 
platforms: it highlights the importance for users to understand the governance in which they 
are embedded (Gorwa et al., 2020), which impacts their ability to foster change within 
platforms (Urman and Makhortykh, 2023) and to sanction them, e.g. for not being 
network-neutral enough (Pappas et al., 2015). On the economic level, transparency increases 
efficiency by allowing more informed decisions, that is, by reducing information 
asymmetries (Matheus and Janssen, 2019). Finally, on the administrative level, transparency 
could lower corruption and increase trust in government. To some extent, the latter argument 
is validated in the corporate social responsibility literature, since transparent communication 
is found to increase consumer trust in the company (Kim and Lee, 2018; Lee and Chung, 
2023). Positive impacts against corruption were also observed in the context of political 
campaigning (Wood, 2021). In the context of platforms, transparency is believed to be able to 
foster trust in the platform (Suzor et al., 2019), which the empirical experiment led on 
e-commerce platforms by Veltri et al. (2023) suggests is true. Finally, two major arguments in 
favour of transparency for social media platforms, which are necessarily absent from 
discussions on FOI laws, are first the importance for researchers (Suzor et al., 2019) to 
monitor the potential detrimental effects of content moderation (Sander, 2020), and second to 
acquire knowledge on the functioning of platforms to better inform legislators and draft 
appropriate regulation (Leone de Castris, 2024). 
 
In recent years, critical transparency studies have made increasingly salient that transparency 
only represents the simple solution that society craves for to solve its ills (Koivisto, 2019), 
yet transparency is not simple and is not, alone, the solution to all ills. To start with, 
transparency's effectiveness depends on context (Uras, 2020) and should not be considered a 
silver bullet. In addition, transparency is filled with assumptions that are not necessarily 
correct, which makes the aforementioned benefits ill-advised. A first example is that 
transparency posits that actors will respond rationally to the information that is disclosed, but 
it is not necessarily the case (Annany and Crawford, 2018), as the case of climate finance 
shows (Ameli et al., 2019). Another example shows how transparency is limited and can be 
harmful (Annany and Crawford, 2018): Obama’s presidency has demonstrated that too many 
promises of transparency creates too high expectations that will run up against the 
impossibility of demonstrating full transparency (Coglianese, 2009). Applied to companies, 
including platforms, transparency is found to be a form of visibility management (Wagner et 
al., 2020) that can be exploited for marketing and branding purposes in what is essentially 
transparency washing (Zalnieriute, 2021; Padfield, 2025).  
 
However, researchers should be careful not to fall in ethics bashing when they criticise ethics 
washing (Bietti, 2020). Despite its faults, transparency may constitute part of the solution to 
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address the opacity of social media platforms, such as a first step towards more robust 
legislation (MacCarthy, 2022). It at least deserves an inquiry that considers it seriously. 
Furthermore, discussions around transparency often forget to define what transparency is, so 
that it is unclear whether various praises and criticisms are dealing with the same object of 
analysis. The next section deals with this issue. 
 
2. Making transparency transparent: definitions and theoretical framework 
While transparency is extensively mobilised in various discourses (Schlag, 2023), the word 
itself is seldom defined (Fox, 2007). This makes it a convenient all-purpose term on which 
everyone agrees despite projecting different understandings (Fox, 2007), which is a problem 
for any analytical work on the subject. At the same time, Forssbæck and Oxelheim (2014) 
underline that the broadness of the term makes a “strict and universally viable definition 
virtually impossible” (p.5). Without taking on such comprehensive intentions, this section 
attempts to summarise theoretical contributions on the definitions of transparency, before 
discussing their application in the context of content moderation. 
 
2.1. Defining transparency: a four-layer framework 
In its most basic definition, derived from physics, transparency refers to “the characteristic of 
being easy to see through” (Transparency, n.d.). Influenced by the overarching Freedom of 
Information laws from the 1980s (Meijer, 2014) and the misleading sentiment that seeing is 
knowing (Ananny and Crawford, 2018), seeing through has come to be equated with 
information disclosure in popular discourse. However, scholars unanimously contend that 
mere information disclosure, or openness, is a simplistic conceptualisation of transparency 
that overlooks the necessity for this information to be received (Kosters and Gstrein, 2024; 
Ananny and Crawford, 2018) and leveraged (Suzor et al., 2019). Just because an organisation 
publishes data does not mean that it is transparent. This conceptualisation is the equivalent of 
Fox’s (2007) opaque transparency or Heald’s (2006) nominal transparency, that is, public but 
empty information that does not reveal how institutions behave in practice, because the data 
is too complex, irrelevant and/or unreliable. It also echoes the normative ideal of 
transparency as a virtue that values openness but fails to specify what it relates to in practice 
(Meijer, 2014). This conception confuses transparency with knowledge itself, while it should 
only be considered a facilitator (Schauer, 2011). To increase in meaningfulness, a few 
scholars mention that transparency could comprise publicity of information (Naurin, 2007), 
that is, data availability should be brought to people’s attention (Forssbæck and Oxelheim, 
2014). Most importantly, the literature emphasises that meaningfully transparent information 
should be understandable to an audience. This comprises two elements. First, meaningful 
transparency recognises that transparency is an institutional relation that links an emitter and 
a receptor (Meijer, 2014). Second, it implies that at least a part of this audience is able to 
process the information and leverage it to undertake some action. Kosters and Gstrein (2024) 
call this clarity of information, while Heald (2006) calls it effective transparency. For 
Forssbæck and Oxelheim (2014), in economics, the very definition of transparency is the 
reduction of information asymmetries, which implies understandability. Eminently, Rieder 
and Hofmann (2020) have coined the term observability to refer to the ability to 
collaboratively produce knowledge on the emitter of transparency (in their case, a digital 
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platform) and fundamentally understand what its impact on social relations and society is at 
large. Finally, some scholars believe that the information should be audience-tailored (Suzor 
et al., 2019; Douek, 2022), that is, presented and filtered differently according to the several 
groups constitutive of the audience (Kosters and Gstrein, 2024).   
 
From these links across the literature, it is possible to create a four-layer framework to 
conceptualise transparency (see Figure 1), which extends Kosters and Gstrein’s (2024) 
observation that transparency has three layers. Among these layers, two -disclosure and 
understandability- are especially important, the others being less extensively discussed in the 
literature. All four levels are different definitions of transparency that build on the ones below 
them. For example, transparency as publicity includes transparency as disclosure. This 
polysemy can trigger semantic uncertainty: some scholars value “transparency” because they 
define it as understandability (Forssbæck and Oxelheim, 2014), while others reject 
“transparency” because they define it as information disclosure (Rieder and Hofmann, 2020). 
To clarify, this thesis uses the concept of meaningful transparency, an existing term in the 
literature that is unevenly mobilised, to refer to the framework’s levels 3 and above.  
 

 
Figure 1: The four definitions of transparency 

 
In order to fine-tune this framework, it is important to include the what, who, to whom, when 
and how questions. They emphasise that transparency is not binary but can rather exist in 
varying degrees and natures (Schauer, 2011). Further, they are essential components of the 
definition of transparency: at the very least, transparency supposes an emitter, a receptor and 
an information to be transmitted (Schauer, 2011). The first question is, what is made 
transparent? In general, Heald (2006) distinguishes between event transparency and process 
transparency. Events are punctual outcomes, while processes refer to how these outcomes 
have been reached. Second, who is transparent? Transparency has historically concerned state 
entities but it has spread over the private sector in regulated areas and more recently over the 
tech sector. Within the same organisation, transparency can focus on individuals or the 
institution as a whole (Fox, 2007). Third, to whom should this actor be transparent? Heald 
(2006) distinguishes between horizontal and vertical transparency, depending on whether 
there is a hierarchical relationship between the actor and the targeted forum (Söderlund et al., 
2024). Fourth, when is the information made transparent? Though it is usually ex post, it can 
also be continuous (Heald, 2006) or even ex ante when focusing on intentions (Forssbæck 
and Oxelheim, 2014). Finally, how is the information made transparent? Release can be 
proactive, demand-driven (voluntarily or not) or forced (by whistleblowers, leaks or legal 
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requirements). The next part will focus on operationalising this framework in the context of 
content moderation.  
 
Before that, it is crucial to mention how transparency differs from, and perhaps how it 
bridges with, accountability. Accountability refers to “a relationship between an actor and a 
forum, in which the actor has an obligation to explain and to justify his or her conduct, the 
forum can pose questions and pass judgement, and the actor may face consequences” 
(Bovens, 2007, p.450). Though they are closely related, transparency and accountability are 
two distinct concepts. In particular, accountability systematically implies scrutiny by a 
specific forum and the possibility of sanction (Bovens, 2007) while it is not the case in all 
conceptions of transparency. How are the two connected? For Fox (2007), there exists “soft 
accountability” which refers to the capacity for a forum to demand answers without being 
able to translate this judgement into tangible consequences. In that sense, meaningful 
transparency equates to soft accountability, but it unsatisfactorily supposes that the possibility 
of sanction is not a defining feature of accountability. Within our definition, meaningful 
transparency can be said to foster (Suzor et al., 2019), or even be a prerequisite for (Meijer, 
2014; Bovens, 2007), accountability. It is easy to see how available understandable data can 
help reveal malfunctioning or reward success. Yet this relation is not systematic, and might 
even lead to opposite results: some actors can present increased transparency as a substitute 
for accountability (Meijer, 2014).  
 
2.2. Defining meaningful transparency in the context of content moderation on social 
media platforms 
To get around the limitations of transparency discussed in section 1.3., proponents of 
transparency measures for platforms emphasise that effective transparency should be 
meaningful, in the sense of the above framework. However, there is a lack of 
operationalisation as to what providing meaningful transparency on content moderation 
means in practice. The literature either cites meaningfulness as a general goal without 
specifying its meaning (Angus et al., 2023; Reid and Ringel, 2025), produces tautologies 
(meaningful transparency means providing meaningful information) (Kaushal et al., 2024) or 
sporadically names practical elements that platforms should fulfill without, to the author’s 
knowledge, combining these contributions into a thorough common understanding. To assess 
whether social media platforms provide meaningful transparency, we need to go beyond the 
simple definition of transparency as understandability and ask the aforementioned questions: 
who understands whom? what, when, how? Using the literature on content moderation 
transparency, the following tries to respond to these questions to operationalise meaningful 
transparency in the context of content moderation on social media.   
 
Starting with the directions of transparency (who, to whom), the emitter of transparency can 
be governments, regarding their requests (Citron, 2018), or the platform, at organisational or 
personal level. Then, platforms can be transparent to many different groups, namely 
researchers, civil society, regulators, users, the public or their environment. Depending on the 
provision, one or several of these actors can be included in the audience. Still, the reviewed 
literature is unanimous to say that there needs to be an effective oversight for content 
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moderation transparency to be meaningful (Gorwa and Ash, 2020). In this sense, regulators 
are necessarily included in the audience, alone or backed by independent auditors (Douek, 
2022), but there is also a consensus on the necessity for researchers to hold platforms 
accountable, especially through an access to platform data (Suzor et al., 2019; Lewandowsky, 
2024). A part of the literature underlines that civil society actors too should have access to 
this data (Suzor et al., 2019), as they are essential translators of this information to the 
relevant publics (Reid et al., 2024a). However, if the data is not publicly available, it can be 
harder for them to get vetted access because of the lack of formal membership and the high 
turnover that characterise the sector (Leerssen, 2020). Precisely, there are debates on how 
much information should be available to the general public or kept restricted. Arguments 
against open access include the necessity to protect trade secrets, data privacy (Bassan, 2025), 
but also the probable lack of interest from most end-users. However, if the goal is to lower 
the discretionary power of platforms, there might be a case for of multistakeholder 
engagement (Helberger et al., 2018), including for reasons of legitimacy. For Bassan (2025), 
an absence of information should signal that platforms have a reason not to disclose it, hence 
opening access would show that nothing is being hidden. Public access can satisfy privacy 
concerns if done appropriately, and serve as a starting point for subsequent in-depth research 
relying on more sensitive data (Leerssen, 2020).  
 
Next, the operationalisation of meaningful transparency should specify what should be made 
transparent. We can group the sporadic inputs from the literature into three categories. The 
first one contends that users should be able to understand the moderation actions that are 
imposed on their content. It is close to the digital constitutionalism project and its emphasis 
on procedural justice. This category encompasses three elements. First, users should be 
informed about the fact that one of their pieces of content has been actioned. The notice 
should detail the exact nature of the offending content (Suzor et al., 2019; Bassan, 2025), 
through a direct URL or a description, and be permanently available to the user (Suzor et al., 
2019). Second, platforms should provide “detailed and individualized” explanations for the 
sanction, addressing why this decision was met and how the content was flagged for review 
(Suzor et al., 2019; De Gregorio, 2020), using local explanations and natural language 
(Palmeira Ferraz et al., 2024). This implies that the platform’s terms and conditions should be 
publicly accessible (Castets-Renard, 2020). Plus, if they don’t agree, users should be able to 
appeal through a clear and easily accessible procedure (De Gregorio, 2020; Bassan, 2025). 
Third, anyone should be able to understand how content moderation is enforced. This 
supposes “deep qualitative analyses of the automated and human processes that platforms 
deploy internally” (Suzor et al., 2019, p.1538), including information about training and 
guidelines given to moderators, and algorithmic and AI transparency. A specific literature 
deals with AI transparency, outlining a number of criteria that these machine learning 
algorithms should fulfill to be understandable, from explaining the training process to how it 
works in practice. This includes disclosing what data is used and how it is being processed, 
explaining decision-making criteria and their justifiability and ensuring auditability 
(Felzmann et al., 2020), inclusivity, interventability and interoperability (Yu, 2021). 
Enforcement transparency also needs to account for failure (Gorwa and Ash, 2020), by 
measuring its frequency, its nature, and being open about the processes implemented to deal 
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with mistakes and novelties (Suzor et al., 2019; Felzmann et al., 2020). The second category 
of transparency objects is the need for anyone interested (or at least researchers, civil society 
actors and regulators) to understand moderation sanctions at aggregate level. Apprehending 
the moderation of platforms cannot be done by merely looking at individual sanctions: having 
a sense of what the sum of these looks like is necessary. This translates in large-scale access 
to data on moderation decisions (Suzor et al., 2019) and information provision on specific 
and consistent metrics (Reid and Ringel, 2025), often in the form of a report, for example on 
the number of content actioned within a period, their nature and their modalities (a list of 
specific data points can be found in the Santa Clara Principles on Transparency and 
Accountability in Content Moderation (2018)). This report should be accessible, usable, and 
easily understandable (Bassan, 2025). Finally, the third and last category is about 
understanding moderation at systemic level. This part of the literature takes a broader look by 
considering moderation not only through sanctioning but rather through its larger meaning of 
sorting and acting on content, as was defined in section 1.2. Thus, advertising and 
recommender system transparency belong to this category. On advertising, users should be 
able to understand when and why they are presented an ad and whether it is targeted (Jost et 
al., 2023), while on recommender systems they should be provided with non-technical and 
straightforward (Wang, 2024; Haque, 2024) explanations on the algorithm in a visual and 
interactive way (Luria, 2022) along with ways to increase user controls (Storms, 2022; 
Mitova et al., 2023). Papers from this category invoke a more quintessential understanding of 
moderation practices as they demand to be able to understand the social impacts of 
moderation (Bassan, 2025; Suzor et al., 2019) and how digital platforms affect user behavior 
(Bassan, 2025), society (Rieder and Hofmann, 2020) and public discourse (Bassan, 2025). 
For that purpose, the whole hierarchy of moderation should be known (Douek, 2022), 
including how external and internal decision-makers operate (Suzor et al 2019; Bassan 2025).  
 
Finally, the modalities through which transparency is produced also matter in defining 
meaningfulness. In terms of timing (when), the most widespread practice is that of regular ex 
post accounts of the actions performed by platforms within a given time period, but Rieder 
and Hofmann (2020) argue that the most meaningful observation of platforms is continuous, 
because of how volatile they are. Some also make the case for ex ante transparency (De 
Gregorio, 2020), notably through notices of how specific issues will be handled or how 
moderation will be done, but it is not enough to monitor platforms’ doings. Looking at how 
things should be made transparent, there is an understanding that voluntary transparency has 
several times proved unhelpful (Portraru, 2017; Leerssen, 2020), because it reveals only what 
portrays the platform positively. The most meaningful information would then originate in 
forced access. Because it is undesirable to rely on whistleblowers to provide transparency to 
the democratic forum, legislation could be best placed to foster meaningful transparency.    
 
Figure 2 summarises the operationalisation of meaningful transparency that this section has 
undergone. The central component concerns what is made transparent. The “who” and the “to 
whom” are often implied in the level itself, and the “when” and the “how” are modalities. 
Because not all authors mention all categories in their apprehension of meaningful 
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transparency, a platform can be meaningfully transparent at one level but not at another one. 
This can now be used to assess meaningful transparency in practice.  
 

 
Figure 2: Summary of what meaningful transparency means in content moderation 

The shade of blue indicates the degree of meaningfulness when it is identifiable. 
 
3. The DSA: introducing transparency to mitigate the undue power of platforms 
Since the mid 2010s, there has been a sense of loss of agency and power over the internet in 
the EU, at individual and union level (Savin and Trzaskowski, 2023). With platforms getting 
increasing market and social power (Flew and Gillett, 2020), EU tech companies lagging 
behind (Savin and Trzaskowski, 2023), technology further entrenching in daily lives and at a 
younger age (Kabali et al., 2014), fears over disinformation and hybrid warfare getting 
prestance and AI technology developing at a fast pace, the landscape now looks very 
different than it did in the early 2000s. Far from the early narratives of the internet around 
freedom and escape from (government) regulation (Lessig, 1995), we are now witnessing a 
regulatory turn over the internet. Several massive texts in their scope, namely the GDPR 
(2016), the sister regulations DMA (Digital Markets Act) and DSA (2022) and the AI Act 
(2024), were adopted over the last ten years in the EU.  
 
Proposed in late 2020, the DMA (Regulation 2022/1925) and DSA (Regulation 2022/2065) 
were adopted in September and October 2022, after a remarkably fast legislative process. 
While the DMA legislates the economic aspect of platform dominance by addressing abuses 
of dominant position and mandating interoperability, the DSA regulates the relationship 
between online service providers and the information that they host, transmit, and capitalise 
on. In particular, it puts the emphasis on transparency. This section first introduces the 
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legislative background behind the DSA and proceeds by discussing the substance of the DSA 
through the lens of transparency.  
 
3.1. Background: the need for a modernised framework to regulate digital services 
Up until today, the central piece of legislation regulating digital platforms has been the 
e-commerce Directive (2000/31/EC), drafted between 1998 and 2000, at a time when neither 
touch phones nor Facebook existed. This directive lays down harmonised rules on the whole 
life cycle of electronic commerce activities, i.e. the establishment of information society 
service providers in the EU, commercial communications (including advertising), online 
conclusion of contracts and liability of intermediaries (Lodder, 2017). It also introduces a 
three-pole typology of intermediary services providers: mere conduit services (which merely 
transmit information), caching services (which temporarily store information to transmit it 
more efficiently) and hosting services (which store information). Crucially, it articulates three 
principles that have since constituted the foundation of EU tech regulation (Madiega, 2022): 
1) the country of origin principle (i.e. information societies are subject to the laws of the 
country that they are established in), 2) the limited liability regime (i.e. online intermediaries 
are not responsible for the content that they host, under certain conditions), 3) the no-general- 
obligation-to-monitor principle (i.e. platforms are not required to police the content that they 
host). The goal of such a regime was to create incentives for innovation and investment in the 
nascent internet market, still permeated by the idea of a free space (Frosio, 2023).  
 
While the e-commerce Directive has worked relatively well for twenty years (Schwemer, 
2023), some provisions have become outdated given the evolution of the digital landscape. In 
particular, its drafters had not foreseen the extent to which digital services would develop, nor 
had they anticipated the privatisation of enforcement and the subsequent oversight challenges 
that it would entail (Schwemer, 2023). Besides, it became increasingly salient that internet 
communications could amplify and accelerate the spread of hate speech and misinformation. 
Given their extent and, according to Citron (2018), in reaction to the 2015 terrorist attacks, 
some Member States chose to create their own legal framework against online harms. In 
particular, Germany adopted the NetzDG (2017), France the Loi Avia (2020) and Austria the 
KoPl-G (2021). In addition to facing constitutional and/or European law conformity 
challenges, these laws fragmented the internal market by creating legal uncertainty for 
intermediaries (Buri and van Hoboken, 2021; Recital §2 DSA). This contradicted the 
opportunity that the (nearly) borderless internet provided for building a true digital Single 
Market (Spindler, 2023), which was one of Jean-Claude Juncker’s core strategies during his 
mandate as President of the European Commission (2014-2019). For its part, the EU had 
taken on a soft-law approach to regulating online harms, by enabling voluntary 
self-regulation with a handful of large online platforms, notably through the 2016 EU Code 
of Conduct on Countering Illegal Hate Speech Online and the 2018 EU Code of Practice on 
Disinformation. These reflected a change of rhetoric in the perception of platforms’ 
responsibility and need for accountability, compared to pre-2016, but not a change of policy 
(Farrand, 2023). While the Commission praised their efficiency, including by emphasising 
swift removal rates (European Commission, 2019), some scholars worried that such 
approaches would lead to censorship (Portraru, 2017; Citron, 2018).  

15 



 

 
3.2. A tiered regulation centered around rights and transparency 
The DSA seeks to improve the functioning of the internal market by creating a “safe, 
predictable and trusted online environment” (Article 1 DSA) which protects innovation and 
fundamental rights. Beside enforcement measures, the DSA’s provisions can be grouped in 
two parts. First, the regulation specifies rules pertaining to the (non-)liability of providers of 
intermediary services. In effect, it takes on almost verbatim the core provisions of the 
e-commerce Directive, especially the liability exemptions (Schwemer, 2023). Under this 
framework, hosting services are exempt from liability as long as they do not have knowledge 
of illegal content, or, when they do, act “expeditiously to remove or disable access to the 
illegal content” (Article 6(1)(b) DSA). When analysing social media platforms, as this thesis 
does, hosting services are the most relevant category to take into account because they 
include online platforms and their subset, the VLOPs, two additional layers of detail added by 
the DSA onto the e-Commerce directive’s typology (see Figure 3).  
 

 
Figure 3: Types of intermediary service providers under the DSA 

 
Second, the DSA creates due diligence obligations applying to intermediary services 
providers, with the goal of increasing providers’ accountability. These obligations broadly 
center around content moderation and systemic risks mitigation. The DSA takes on a 
risk-based approach by imposing increased burdens where risks are the highest, namely to 
very large online platforms (VLOPs) and search engines (VLOSEs), whose user base 
represents at least 10% of the EU population. It is also mindful of compliance costs, which 
VLOPs/VLOSEs are best equipped to handle. As of April 2025, 23 platforms have been 
designated as VLOPs, ranging from Meta to Zalando, and 2 as VLOSEs (European 
Commission, 2025). In case of suspected non-compliance, the Commission, which is tasked 
with overseeing VLOPs/VLOSEs, investigates before potentially opening official 
proceedings. Sanctions include fines up to 6% of the worldwide annual turnover, periodic 
penalties (Article 52 DSA), and in last resort a temporary suspension of service, issued by a 
judge (Article 51(3)(b) DSA). A summary of the main DSA provisions is presented in Figure 
4, along with the providers to which they apply. It can be observed that sorted in order of 
appearance, they match with the three substantive conceptualisations of meaningful 
transparency previously introduced (the “what” question), which are written in the left 
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column. Provisions will be discussed in the analysis, which makes Figure 4 the roadmap of 
this thesis. 

 
Figure 4: (main) Transparency provisions expected from  

intermediary service providers under the DSA 
 

The DSA is a unique legislation that might be setting the basis of a new generation of rules 
for internet intermediaries (Husovec, 2023). To counter asymmetry, it empowers users 
(Husovec, 2023), researchers (Söderlund et al., 2024), and potentially civil society at large 
(Eder, 2024), with new rights, missions and information. By doing so, it seeks to rebalance 
platform governance so that everyone in the democratic forum, including providers, 
effectively does their part, without blaming providers for all ills (Husovec, 2023). 
Transparency and proceduralisation are the core mechanisms serving this goal, which critical 
transparency scholars, however, see as forces legitimising the undue power of platforms 
(Maroni, 2023). Other novelties brought by the DSA are the shifts from self-regulation to 
mandated regulation and from entirely ex post to partially ex ante transparency (Turillazzi et 
al., 2023). Finally, it should be noted that the DSA refrains from setting substantial 
requirements, i.e. it does not mandate providers to delete a specific type of content, but rather 
asks providers to create their own rules and enforce them fairly (Husovec, 2024). Given the 
directive’s innovative nature, it is crucial to scrutinise how the DSA changes the practices of 
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providers and the balance of power in practice, even more so because it is likely to have 
influence abroad and translate into a “Brussels effect” (Nunziato, 2023).   
 
While the DSA’s substance (Husovec, 2023; Turillazzi et al., 2023) and potential effects on 
transparency (Maroni, 2023; Söderlund et al., 2024) have now been discussed extensively, 
focusing on particular aspects like disinformation (Nannini et al., 2024; Husovec, 2024), 
systemic risks (Palumbo, 2024), advertising (Izyumenko et al., 2024; Duivenvoorde and 
Goanta, 2023) and ranking (Leerssen, 2023), or on particular cases like TikTok (Kosters and 
Gstrein, 2024), there are yet few studies that investigate the DSA’s observed impact on 
transparency. Some have discussed it in relation to the first DSA jurisprudence (Van De 
Kerkhof and Goanta, 2024) and others in relation to the nascent Transparency Database 
(Trujillo et al., 2024; Kaushal et al., 2024). Yet to the author’s best knowledge, no study has 
yet tried to observe the DSA’s overall impact in situ, to the extent that most of the material 
used in this thesis is widely understudied. Given the scope of such a scheme, this thesis is 
only a first step towards bridging this gap. 
 
4. Meta’s historical approach to content moderation and transparency 
This thesis considers the particular case of Meta (“Facebook” before 2021), the company that 
owns Facebook, Instagram, WhatsApp, Messenger and Threads. Run and founded by Mark 
Zuckerberg, who owns 13,5% of the company and holds 61% of the voting power (Reiff, 
2024), Meta is one of the United States' tech giants. Each of its three main products 
(Facebook, Instagram, WhatsApp) has between two and three billion monthly active users 
worldwide (Statista, 2025) and the company’s net income was more than 62 billion US$ in 
2024 (Meta, 2025a). Before we reflect in the next section on the methodological arguments 
and implications behind the choice of this case study, it is important to briefly describe what 
Meta is and how it has historically positioned itself regarding the issues at stake in this thesis, 
namely content moderation and transparency. This section provides the necessary context to 
be able to assess the impact of the DSA on Meta.  
 
Today, transparency (or openness) is among the values that Meta considers the core of its 
identity. This is reflected in its external communication, for example when it emphasises that 
it is an industry leader on transparency or that it fosters more “open and honest communities” 
(Gorwa and Ash, 2020), but it can also be found in its internal corporate culture: Meta’s 
career website highlights its unmatched “culture of collaboration and transparency” (Meta, 
n.d.a) and its headquarters at Menlo Park (US, California) are a gigantic openspace with 
glass-walled meeting rooms and open desks, including for its CEO Mark Zuckerberg (Gorwa 
and Ash, 2020). However, this contrasts with the reality of Meta’s governance practices. 
Facebook has been described as opaque by ex-employees-now-whistleblowers Frances 
Haugen (Ouangari, 2021) and Sarah Wynn-Williams (Urwin, 2025), but also by researchers 
(e.g. Williams (2023)) and NGOs. For example, nondisclosure agreements are frequent 
(Hern, 2021; Perrigo, 2022), if not systematic, to lower the risk of whistleblowing. As a 
result, little is known of what happens at Meta and society increasingly depends on the said 
whistleblowers to get this information (Olesen, 2025).  
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Precisely, this points at the primary characteristic of Meta’s relationship with transparency on 
content moderation: historically, transparency has been almost exclusively forced, resulting 
from leaks, or reactive, answering to societal pressure after various scandals. The first act of 
transparency that Facebook implemented was in 2013, when it issued its first transparency 
report in reaction to the Snowden case (Reid et al., 2024a). At the time, transparency was 
regarded as a potential safeguard against abusive government censorship, therefore the report 
focused exclusively on government requests addressed to Facebook. The 2016 elections 
marked the first “scandal” directly questioning how Facebook manages the risks stemming 
from its platform. Donald Trump’s election as President of the United States brought 
unprecedented attention to the spread of misinformation on social media, but more broadly to 
the virality that social media allows. Plus, investigations later revealed that Russia had waged 
a coordinated disinformation campaign on Facebook and other social networks to interfere in 
the election (Frenkel and Bennel, 2018). In response, Facebook underwent design updates, 
for example increasing the transparency of political advertising (Jost et al., 2023), and joined 
the EU Code of Conduct on Countering Hate Speech Online (2016). In 2017, Facebook faced 
an extensive crisis of trust: former executives were speaking out against the company, stating 
that it was putting profit ahead of users’ well-being (Newton, 2017), and studies were 
denouncing social media use as being detrimental to mental health, which the company 
acknowledged at the end of the year (Levin, 2017). Mark Zuckerberg pledged to “fix 
Facebook in 2018”, but the platform remained relatively untouched (Karanicolas, 2021) and 
(hence) widely opaque. 2018 was a substantial gamechanger: with the Cambridge Analytica 
privacy scandal, Facebook’s share lost 19% in one day (Neate, 2018), judicial inquiries got 
opened in the US and the UK, and a global boycott campaign #DeleteFacebook gained 
momentum among users, advertisers and prominent tech actors like WhatsApp co-founder 
Brian Acton (Gerken, 2018). As a response, Facebook released its Community Standards in 
April, launched an ad archive, announced the creation of an independent Oversight Board, 
underwent numerous design updates and reinforced its self-regulation commitments by 
joining the EU Code of Practice on Disinformation (2018) and the Santa Clara Principles on 
Transparency and Accountability in Content Moderation (2018). During this period, 
Facebook bolstered its “proactive” transparency (i.e. not mandated by law, but reactive in 
essence) to show its diligence and regain the trust of users, investors and legislators alike. 
Subsequently, Facebook’s actions against health-related misinformation during the Covid-19 
pandemic (2020) and the ban of Donald Trump from the platform after the US Capitol Riots 
(January 2021) ended to achieve the involvement of platforms in content curation 
(Karanicolas, 2021). At this moment launched the main governance mechanisms that Meta 
relies on today to promote its transparency: first, the Transparency Center (May 2021), a 
dedicated website that centralises Meta’s various transparency reports, policies (including 
Community Standards) and explanations on the functioning of its services; second the 
Oversight Board (October 2020). This Board, often nicknamed “the Supreme Court of 
Facebook”, is a unique structure: an irrevocable trust endowed with $130 million in 2019 and 
a further $150 million in 2022 that grants users the possibility to ask its twenty members 
(eminent academics, journalists, lawyers, politicians) to review their case after their appeal 
within the app was unsuccessful. The Board’s stated usefulness is to bring “transparency to 
content moderation processes that were often unknown or unclear” (Oversight Board, n.d.), 
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and it itself publishes transparency reports (though none seem to have been published since 
2023). In practice, the Oversight Board is undeniably a legitimacy-building investment (Price 
and Price, 2023). Whether it indeed increases transparency is debated: some praise the 
opening of social media decisions to independent oversight (Ang and Haristya, 2024) but 
others underline how focusing on individual decisions distracts from questioning Meta’s 
overall policies and power (Douek, 2022), especially given that the Oversight Board does not 
have access to any internal data (Oversight Board, 2021).  
 
Whether it is effective or not does not change the fact that since 2020 Meta has been 
positioning itself as the industry leader on transparency, and also as rather responsive to 
regulation. Still, it is worth mentioning that seven requests for information were sent to Meta 
on Facebook and/or Instagram under the DSA, followed by two official proceedings in April 
and May 2024, which are still ongoing as of April 2025. Further, Meta’s positioning could 
change after Mark Zuckerberg’s recent rapprochement with Donald Trump, who holds that 
the EU uses lawfare against US tech companies, and the policy changes and comments that 
followed (e.g. Mark Zuckerberg said that Europe was “institutionalising censorship”) 
(Rankin, 2025). As Gillespie (2018) puts it, the values behind social media’s policies are not 
mostly some moral core, but the best compromise possible between competing pressures.  
 
5. Methodology, data and sources 
To answer the research question, this thesis uses a qualitative case study. Qualitative research 
methods study their object of research holistically, “specifically to unravel a complex 
phenomenon or one with little information about” (Njie and Asimiran, 2014, p.35). As was 
outlined, transparency is a complex phenomenon and when it is not achieved, which this 
study tries to investigate, little information is available on the actor/organisation in question. 
Qualitative methods are therefore highly relevant to analyse this interactive process that 
cannot be captured by figures. The choice of conducting a case study flows naturally. Social 
media are far from being a monolith and hence require detailed and individualised inquiries. 
 
The case study under investigation is Meta, the company described in the previous section. 
There are three characteristics in Meta that make it an interesting case. First, Meta has an 
extremely large volume of users and is one of the biggest companies in the social media 
industry. This implies three things. It means that its content moderation policies have a 
worldwide impact and that each individual user is in a position of extreme asymmetry 
regarding the company, which makes the need for transparency and the need for assessing 
this transparency greater. This further means that even though the DSA does not target any 
company, if the legislation is effective in attaining its stated goal of making large social 
media platforms more transparent, then it should increase Meta's transparency in a 
measurable and significant manner. The final interesting element about Meta’s size is the fact 
that the same company owns several products subjected to the DSA, two VLOPs (probably 
soon three, as WhatsApp just announced that it crossed the 45M users threshold) and smaller 
online platforms, which makes it theoretically possible to investigate services of different 
sizes while opening up questions of consistency and differentiation across the products of a 
single company. The second characteristic that makes Meta worth studying for this research 
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question is the fact that the company has launched a number of voluntary initiatives to 
increase transparency in the past years, as described in the previous section, which Meta is 
very vocal about. This suggests that more data might be available than for other companies, 
or at least that it goes back further in time, which is useful to assess the extent to which the 
DSA increased transparency. Finally, the third interesting characteristic, which goes hand in 
hand with the second one, is that Meta has faced numerous challenges in the recent past on 
how it manages the risks inherent to its platform and on how little transparency it actually 
provides. This, in itself, prompts us to know whether a legislative tool such as the DSA can 
be effective in increasing a famously opaque system. In addition, the contrast with the 
previous characteristic also exhorts us to scientifically assess Meta’s actual level of 
transparency to challenge the company’s discursive power. Though this case is often selected 
in the literature, there is to the author’s best knowledge no study that investigates the overall 
impact of the DSA on Meta Platforms. 
 
Several types of data are used to conduct this research. All of them are collected through desk 
research to reflect the rationale behind this investigation: assessing objective transparency, 
i.e. “the extent to which systems release information about how they work” (Guesmi et al., 
2023, p.3), and the extent to which this information is available to any user, researcher or 
civil society actor based in the EU. Throughout the analysis, though to a varying degree, three 
types of written documents produced by Meta are used. The first one are communications, 
blog posts and press releases found on Meta’s and Facebook’s newsrooms. They are not 
collected systematically but thematically, when they deal with topics relevant to the present 
investigation, over the period 2018 until today. The second category includes transparency 
“tools” designed by Meta: the Ad Library, the Transparency Center and the Help Centers. 
Driven by the necessity to investigate what Facebook’s transparency looked like in the past, 
the Transparency Center is browsed in its current version but also using the Internet Archive / 
WayBack Machine to go back as far as 2011, on the ancestor URLs of the Transparency 
Center (www.facebook.com/communitystandards, https://transparency.facebook.com, 
https://transparency.fb.com). Finally, the various written documents produced by Meta under 
the DSA are investigated, including the risk assessment reports (Meta, 2024a; Meta, 2024b), 
transparency reports (Meta, 2023a; Meta, 2024c; Meta 2024d; Meta, 2024e), and to a smaller 
extent the independent audit report (EY, 2024). Throughout the analysis, newspaper articles 
are also used, mostly from the specialised press on tech and social media.  
 
To assess user-facing transparency, I use screenshots of Facebook and Instagram collected 
from my own browsing and from two acquaintances based in the EU who were sanctioned in 
the studied timeframe. On Instagram, I also report two inappropriate comments and post on a 
dedicated account in March 2025 one picture that I am aware to be against the Terms of Use 
in order to see the user-facing statement of reason provided by Instagram upon deletion. On 
the Transparency Center, Meta only shows a part of the user-facing notice, so posting a 
picture was the only way to see the entirety of the notice. Appropriate safeguards are taken to 
minimise the ethical challenges stemming from this. The picture is under GNU Free 
Documentation license and is not obscene, as it is an educational picture of female breasts. 
The picture is posted on Instagram only, which is not under real-name policy contrary to 

21 



 

Facebook. The account used has no followers and the picture stayed up online for less than 
two minutes, so that it is quasi certain that no one has seen the picture. No appeal was lodged.  
 
To study the aggregate level of meaningful transparency, which refers to the sum of 
individual sanctions and hence implies some level of quantitative data, I investigate the 
Transparency Database (TDB) (European Commission - DG CONNECT, 2023), which is an 
emblematic yet understudied provision of the DSA. A total of 635,6 million of statements of 
reasons (SoR) logged between April 01, 2024 and March 12, 2025 are downloaded from the 
TDB’s website, coming in daily zipped CSV files, for Facebook, Instagram, Threads and 
WhatsApp Channels. VLOPs must comply since the launch of the TDB on September 26, 
2023, while smaller platforms theoretically must since February 2024 but got more leeway: 
Threads started to log statements on September 05, 2024 and WhatsApp Channels on 
September 17, 2024. Therefore the entirety of statements is collected for these two platforms 
until March 12, while for Facebook and Instagram the choice is made to shorten collection 
from April 01 onwards, for two main reasons. First, I choose to limit the analysed time period 
to ease material feasibility, because Facebook in particular has a lot of SoR and it can be 
difficult to handle for a personal computer’s working memory. Second, the specific date of 
April 01 is selected to be able to compare the data from the TDB with the data from 
Instagram and Facebook’s last transparency reports, whose reporting period ranges from 
April 01 to September 30, 2024. The remaining time period is of eleven months, which 
satisfies the goal of looking at the evolution of moderation patterns through time, and deals 
with rather uninvestigated data, since four out of the five existing studies on the TDB 
investigate SoR from 2023. These four platforms are selected because they were the only 
Meta platforms available on the TDB at the time, with the addition of “Meta Horizons” but 
the latter was excluded because it had logged zero SoR and does not correspond to this 
research’s object of inquiry, i.e. social media platforms. Finally, I choose to download the 
“full” version of the SoR to be able to investigate the free text justifications offered by Meta 
and the territorial scope of application of its decisions, which are not included in the “light” 
version of the files. 
 
The study is structured along the three levels of meaningful transparency identified in the 
theoretical framework (individual, aggregate and systemic levels). For each level of 
meaningful transparency, five questions are asked: 

(Q1) What provisions in the DSA aim at increasing transparency at this level?   
(Q2) What voluntary practices existed before the DSA was introduced (Dec 2020) 
that are similar to the provisions identified in (Q1)?  
(Q3) Has there been an increase in transparency between (Q2) and today?  
(Q4) If an increase in transparency is observed, has it been triggered by the DSA? (If 
it is possible to tell)  
(Q5) How meaningful is this DSA increase in transparency? i.e./or How meaningfully 
transparent is Meta today?  

For each category, the goal is therefore to assess whether Meta goes beyond information 
disclosure (i.e. meaningful transparency) and if so, how far. When addressing specific 
products and not only Meta, it especially focuses on Instagram and Facebook because they 
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are Meta’s biggest platforms and also those that moderate the most. Threads is still rather new 
and is highly similar to Instagram since it is half embedded in it. WhatsApp Channels is not 
based on the same model: it moderates very little, has no ad and few recommender systems, 
so that it is less relevant. Furthermore, “Meta’s past practices” in (Q2) is most of the time 
taken as a synonym of “Facebook’s past practices” because “Meta” was previously called 
“Facebook” and often applied its policies first to Facebook, then to its other products.  
 
To analyse the TDB in particular, I use Python’s “Polars” package to treat and investigate the 
data, and Python’s “Matplotlib” library to plot the data. In line with principles of Open 
Science, the code is available in the following public repository: 
https://github.com/lolapttr/Master_thesis_TDB. To conduct the analysis, the 635,6 million 
SoR logged between April 01 and March 12 are narrowed down to 625,2 million. Indeed if 
we look at all the SoR logged by a Meta platform on a given day, these SoR do not solely 
include moderation actions that were performed on that specific day. When a moderation 
action is performed, it usually takes between one and two days for the SoR to be logged onto 
the database (for 60-76% of SoR), but it can go up to six days (seven and eight days for 
Threads and Instagram, but marginally). Hence, to analyse comprehensively the content 
actioned over a given time period, it is necessary to collect the logs six days further than the 
last date of the sample, but considering only the logs corresponding to that last day. To 
illustrate, this means that to analyse sanctions performed until March 06, 2025, I collect the 
SoR logged until March 12, 2025 and within this six-day difference, I only keep the sanctions 
performed on March 06. This way, I include (almost) all the moderation actions performed on 
March 06 even if they were logged six days later. For the same reasons, I conversely filter the 
logs of the first days of my sample to remove the SoR that concern sanctions taken at the end 
of the previous month. Throughout the thesis, I will posit that the application_date variable 
(“the date from which the restriction applies” in the documentation) corresponds to the day 
when the moderation action was performed, because it seems absurd (and useless) to 
moderate for a later time, especially knowing that a vast part of this task is done via 
automated means. When investigating the TDB, a particular attention was given to four 
elements:  

(E1) Consistency: How close are self-reported moderation patterns across Meta 
platforms? 
(E2) Evolution: Have (and if so, how have) Meta’s self-reported content moderation 
changed through time? 
(E3) Insightfulness: Do major events (a) and major policy changes (b) transcribe onto 
moderation patterns? 
(E4) Justifications: How does Meta justify moderation actions? 

(E1) and (E2) investigate whether the database increases the amount of information 
disclosed, while (E3) and (E4) test elements contributing to meaningful transparency.  
 
Of course, there are a number of limitations to this study. The most obvious limitation to the 
collected data is that it is almost exclusively produced by Meta itself to report on its own 
performance, i.e. the data is almost exclusively self-reported. While this is often a flaw to 
address a research question, it is almost the object of analysis of the present study, which 
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precisely seeks to assess to what extent the data put forward by Meta to promote 
transparency, voluntarily and as part of the DSA, is reliable and reflects its actual degree of 
transparency. Still, we remain limited by what is made publicly available by Meta and the 
European Commission. A second limitation pertains to the difficulty of assessing the 
“causality” of the DSA over the provisions that are analysed. To begin with, it is extremely 
complicated to get detailed information about the past practices of Meta, especially for 
provisions that are embedded onto the platform (notices, etc.) or that do not follow a specific 
formatting (e.g. AI transparency) because Meta simply replaced this information with its new 
way of doing. It is even more difficult to access when the goal is not only to know what Meta 
was doing, but also what users were seeing specifically. The WayBack Machine and 
newspapers dedicated to social media were used to get the closest possible to having this 
information, but it was not always possible to access it. The other issue on this matter arises 
when we observe increases in transparency between December 2020 (date of the DSA 
proposal) and August 2023 (date of DSA entry into force for VLOPs) that are not particularly 
framed as responding to the DSA. These increases could well be due to long-planned 
voluntary measures, but it does not mean that the DSA had no direct or indirect influence 
over their release either. A final limitation relates to the small number of in-app screenshots 
that were collected. This may have an impact over the representativeness of the explanations 
that were exposed and hence prevents us from drawing definite conclusions on user-facing 
notices. 
 
6. Understanding moderation sanctions at the individual level  
For transparency to be meaningful at the individual level, users should be able to understand 
why, whether and how they were sanctioned (cf. section 2.2.). In this section, we make a first 
step towards bridging methodological challenges (unavailability of user-facing notices, 
actions, appeals for researchers) to assess to what extent the DSA secures these rights in 
practice for Meta users. We find that explanations of “whether” and “why” are quite robust, 
but explanations of “how” have difficulty including processes and hence struggle to get past 
mere information disclosure.  
 
6.1. Procedural rights: explaining “whether” and “why”  
The DSA provides meaningful transparency on whether and why content has been actioned. 
By doing so, it entrenches numerous procedural rights that are close to what digital 
constitutionalism recommends (Palumbo, 2024; Frosio, 2023). Most of them were existing 
voluntary practices at Meta. The DSA’s main contribution at this level is therefore to make 
these rights mandatory, systematic and, as far as one can tell, equally applied. 
 
First, as regards to understanding whether a sanction was taken, the DSA requires platforms 
to systematically notify users when their content or account has been actioned, regarding 
visibility, monetary payments, provision of service, or total termination/suspension (Article 
17(1) DSA), but also when they have reported someone else’s content (Article 16 DSA). 
Content takedown notices have been applied by Facebook at least since 2016 (Han, 2016), 
but according to Facebook’s and Instagram’s own policies they became systematic only 
between 2018 and 2019 (Gebhart, 2018; Gebhart, 2019). In practice, when Instagram took 
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down the picture posted for this study, it did provide a notice immediately. For the two 
notices submitted for incompatibility, the delay to receive a notice was six days. Notices are 
sent in the notifications section and can be permanently consulted in the “Help” section of the 
settings on Instagram since February 2020 (Hutchinson, 2020), though online research is 
required to be aware of this feature. Hence, while the DSA does not bring novelty to existing 
takedown notices, it does make them a legal obligation, which, we showed, increases the 
value of transparency. Where the DSA innovates is in including demotions and shadow 
banning in its scope, i.e. sanctions that lower or remove a post’s ability to be visible to other 
users without informing their owner of the said sanction. Due to its covert nature, the 
widespread existence of shadow-banning has not been established, but empirical evidence 
and experiences have shown that it was a likely practice (Le Merrer et al., 2021). If such 
notices are effectively implemented by Meta, which we were unable to test, the DSA would 
substantially increase transparency by fostering a better understanding of the platform’s 
actions (Leerssen, 2023).  
 

 
Figure 5: Path of a content takedown notice on Instagram 

 
Regarding why a sanction was taken, Article 17(3) DSA mandates platforms to provide, 
along with the notice, a statement of reasons describing at least the nature of the sanction (a), 
the circumstances of the decision (b), the contractual or legal article which the content 
violates (d-e), and “where relevant” its duration (a). From the screenshots collected, we can 
see that the sanction is clearly stated (e.g. “We removed your photo”; “You can’t start or join 
live videos”), as well as the period for which it applies (“Ends on Apr 18, 2025” for the latter 
restriction). Likewise, the two Article 20 notices are explicit (“We didn’t remove 
[account_name]’s comment”, “We reviewed [account_name]’s comment and found that it 
doesn’t go against our Community Standards”). Focusing on the post removal (see Figure 5), 
we observe that the explanation is present, though thin (“This photo may contain nudity or 
sexual activity”), but the reference to the contractual ground is explicit: the user has the 
possibility to click on “See rule” to get a direct link towards the relevant section of the 
Community Standards in local language. Since this case is easy to understand (female nipples 
are explicitly forbidden by the platform’s ToS in most cases), especially since it was uploaded 
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with the specific purpose of being taken down, this explanation is sufficient. However, in 
more ambiguous cases, or for more ambiguous categories than nudity (e.g. spam), the simple 
assertion of the violated category, though necessary, may not be enough to fully grasp the 
rationale behind the takedown. Still, this is an improvement compared to 2020 practices as 
described by Vaccaro et al. (2020), though it cannot be directly attributed to the DSA. At the 
time, social media platforms were giving minimal explanations of removals, reportedly to 
prevent malicious actors from “gaming the system” (Vaccaro et al., 2020).  
 
The second component to understand why sanctions are taken is the ability for users to know 
the rules that they are supposed to follow (Article 14(1) DSA, Article 23(1-2) DSA). For a 
long time, Facebook’s rules consisted in short general descriptions of violating motives 
(Facebook, 2011 in WebArchive). This was later expanded to more explicit yet still widely 
vague sentences (Facebook, 2014 in WebArchive), and it is only in April 2018 that Facebook 
released the substance of its Community Standards (Bickert, 2018). Today they are available 
on the Transparency Center in a user-friendly format, with a very interesting voluntary tool, 
the Change Log, that displays for each policy the incremental changes that were done since 
2018. Once again, the DSA guarantees that this information is available, but it has not 
significantly impacted its substance (Facebook, 2020 in WebArchive), though the Change 
Log and more detailed information were introduced after the DSA’s announcement.  
 
Finally, a crucial element to guarantee a transparent process and procedural rights, which 
should necessarily come after understanding “whether” and “why”, is the possibility of 
appeal. The DSA mandates it for users who got sanctioned but also for users who reported 
content, for a period of at least six months (Article 20 DSA). Instagram’s notices present a 
highly visible button on the bottom to easily appeal the decision, though it is only available 
for a little less than six months (180 days) and users cannot add any free-text information. 
Additional information on redress (Article 21 DSA) are also available in a clickable window. 
Though this seems to be a deeply-entrenched process, it was not not the case when the DSA 
was introduced. Appealing accounts or pages has been possible for a long time on 
Instagram’s and Facebook’s Help Centers, but appealing individual posts was only introduced 
in 2018 on Facebook, starting with only a few categories (Bell, 2018), and in mid 2019 on 
Instagram (Hutchinson, 2019), with in-app appeals available as late as 2020 (Hutchinson, 
2020). As they are, current mandatory appeal processes are therefore useful to guarantee a 
transparent process, but they may lack meaningfulness if no justification can be added 
compared to the first occurrence. Plus, making this process systematic also changes the 
nature of the process itself: while Facebook VP explained in 2018 that appeals would be 
“always [reviewed] by a person” (Bickert, 2018), it can obviously not be the case anymore, 
though it is not to be blamed on the DSA. 
 
6.2. Enforcement procedures: explaining “how” 
While the ex ante knowledge of rules (Community Standards) and the user’s ex post rights 
(right to information, right to contest) are quite thoroughly guaranteed in the DSA, there is 
less clarity on how sanctions are enforced, which is yet the third component of understanding 
sanctions at individual level. Users get some information directly in their notice, but this 
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transparency is more about disclosure than meaningfulness since few processes are explained, 
including outside the app. Yet as exposed in section 2.2., information on the training and 
guidelines given to human moderators, information on the creation, operational functioning, 
and auditability of automatic and AI systems, as well as information pertaining to how these 
two components of moderation can fail, should be available for transparency to be 
meaningful at this level.  
 
To begin with, Article 17 notices are supposed to include, “where relevant”, information on 
the use of automated means (c). In practice, by clicking on the “How we made this decision” 
button, users are informed that the detection and decision were performed through automated 
means, but the explanation does not go much further. In the flagging notice, this information 
is even not included: it only contains the impersonal “Our team reviewed the comment”. 
Though it is one of the 2018 Santa Clara Principles, to which Meta adheres, the feature was 
first tested only in mid-2021, following, Meta says (Broxmeyer, 2021), advice from the 
Oversight Board (not the DSA).  
 
Outside individual notices, the DSA requires that intermediary services providers publish the 
measures taken to provide training and assistance to moderators in their transparency reports 
(Article 15(1)(c) DSA). VLOPs must add the human resources dedicated to content  
moderation in the EU, broken down by official EU language (Article 42(2)(a) DSA), 
including their qualifications, linguistic expertise, training and support that they receive 
(Article 42(2)(b) DSA). For sanctions performed using automated means, intermediary 
service providers should include the share of article 16 notices processed using automation 
(Article 15(1)(b) DSA), as well as a qualitative description, a specification of the precise 
purposes for which automated means are used, their indicators of accuracy and possible rate 
of error, and any safeguards applied (Article 15(1)(e) DSA). VLOPs are expected to break 
down accuracy indicators by each official EU language (Article 42(2)(c) DSA).  
 
On paper, these provisions check many of the aforementioned boxes, though we can identify 
some shortcomings in the legislative text itself. First, while information about the size and 
working conditions of the moderation staff matters, it says very little on how these 
moderators enforce the rules. Yet Roberts (2018), De Gregorio (2020) and Vaccaro et al. 
(2020), among others, have underlined that there is a gap between theoretical rules and how 
they are enforced. In other words, this information describes what available resources the 
company has to moderate (how many, how trained, how linguistically qualified) and what it 
implements to address the difficulties of the job (support), but it does not explain the 
guidelines and process through which these people moderate, nor does it outline what is 
expected from them. This leads to the second limitation: the DSA accounts only for 
algorithmic failure, not human failure. This does not necessarily mean publishing an accuracy 
rate for human moderation, though this is what the group of scholars hired by Facebook to 
independently assess its practices mandated (Bradford et al., 2019), but at least to explain 
how failure and the unexpected are dealt with. Finally, it is worth underlining that the focus 
on the description of human and automated “workforces” silences the way that these two 
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means of moderation work together. Once again, this could be addressed with greater 
emphasis on explanation.      
 
Still, the DSA shows potential for increasing transparency especially given that Meta had 
relatively few voluntary initiatives on this topic before. When Facebook published its 
Community Standards in April 2018, these were presented as “the internal guidelines” that 
content reviewers were following (Bickert, 2018). Surely, they were greatly operationalising 
Facebook’s public rules which had previously been overly broad: “We may also remove 
support for violent organizations” (Facebook, 2011 in WebArchive), “You may not credibly 
threaten others, or organize acts of real-world violence” (Facebook, 2014 in WebArchive). 
Apart from this, Facebook “attempt[ed] to dispel the mystery” (Silver, 2018) on how content 
moderation is enforced in a blog post article in Summer 2018. It revealed the number of 
people in its safety and security team (20000, with 7500 content reviewers, increased to 
30000 and 15000 reviewers at the end of 2018), of languages (50) and of locations (20), but 
also its hiring criteria (language proficiency, cultural competency, resiliency), its three-step 
training process and its mental health support resources (Silver, 2018). This information has 
not been centralised on the Transparency Center, though specific sections like “How We 
Create and Use Market-Specific Slur Lists” include a human component. As for automated 
detections and decisions, there is also relatively little detail compared to Meta’s other models.   
 
However, if we analyse Meta’s enforcement of the DSA on this topic, we find that the 
information disclosed in its DSA transparency reports is substantially the same as the one 
disclosed in 2018, with a greater emphasis on the EU and less detailed procedures. Both texts 
discuss the same topics (quantitative presentation, training, support, expertise, diversity, 
audits). However, when the transparency report uses general expressions like “in-depth” and 
“extensive” training focused on “operational proficiency”, the blog post generally displays 
more specific information, such as a training of “a minimum of 80 hours with a live 
instructor”. The report only adds the existence of two tools available to moderators, the 
number of global language agnostic reviewers and the number of moderators per EU 
language. It notably fails to expose the process undergone by a piece of content after it is 
flagged, even though the blog post addresses this point, but it is also not required by the DSA. 
Plus, outside commas and figures, the explanations provided in sections 6 and 7 are the same 
throughout the three transparency reports, except for one sentence deleted in the last iteration 
which touched upon the number of global content reviewers and their different contractual 
natures. Finally, even though it is an improvement compared to a 2018 blog post, it can be 
contemplated whether displaying this information in a legislative plain-text PDF is 
meaningful enough if we consider that users should be the target audience. Thus, the DSA 
increases transparency by making the display of this information mandatory but the extent to 
which users are able to understand how sanctions are enforced stays extremely limited.   
 
7. Understanding moderation sanctions at the aggregate level  
The problem with focusing on individual-level understandability to assess meaningful 
transparency lies in the absence of oversight onto the platform’s moderation patterns, that is, 
onto what moderation looks like at scale. As we’ve discussed in section 1., transparency’s 
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benefits not only lie in providing users with the means to understand the space they are in, but 
also in ensuring that platforms do not abuse their undue asymmetrical power. Fixating on 
particular cases can obfuscate the larger moderation trends that result from executive 
decisions and prevent the exposure of commendable or harmful enforcement. Therefore, 
content moderation transparency should also allow some degree of understanding of 
moderation at the aggregate level, at least to researchers and regulators, but more broadly to 
anyone interested. “Aggregate level” is understood as the sum of individual decisions, both in 
substance (the outcome that they reach) and process (how they are reached overall).  
 
For that purpose, the DSA contains two tools: the production of transparency reports (Articles 
15, 24, 42 DSA) and the DSA Transparency Database (TDB) (Article 24(5) DSA). 
Transparency reports require what has now become an industry standard: the provision of 
periodic consolidated statistics on the sanctions performed over a given time period. On the 
contrary, the TDB is an unprecedented mechanism that has no self-governance equivalent. 
The TDB is a public EU-managed database, paid for by a supervisory fee imposed on VLOPs 
and VLOSEs (Article 43(2) DSA), in which online platforms are required to log all the 
(anonymised) statements of reasons that they provide to individuals when they have 
performed a moderation action. This innovative provision is the literal translation of being 
able to oversee the sum of individual sanctions enforced by platforms. The database contains 
37 variables, about half of which are optional, that range from the nature of the sanction to 
explanations of its circumstances. A more substantial overview of the database can be found 
in Annex I. In this section, we dig first into the TDB, then into transparency reports, and 
finally we try to cross-check the two. We find that at the aggregate level, transparency tends 
to stop at information disclosure because of the self-declaratory and public nature of the 
provisions, inherently and in practice. However, comparison could be the key to overcome 
these limitations and foster meaningful transparency at this level.  
 
7.1. The Transparency Database: a unique but incomplete overview of sanctions 
Assuming that the information provided by platforms is reliable, the TDB undeniably offers 
interesting insights into the overall moderation of platforms. Thanks to this tool, it is possible  
to see what moderation looks like on a given platform, how it evolves through time (E1), but 
also what the similarities and dissimilarities across platforms are (E2). Since the data is 
unexploited and the tool unprecedented, we dedicate the first sub-part to presenting the 
insights revealed by the TDB. Then, we proceed by showing that inherent limitations as well 
as implementation shortcomings reduce the degree of transparency that a tool like the TDB 
could theoretically provide.  
 
7.1.1. Exploring the Database: four lessons about Meta’s moderation  
The TDB teaches us four main things about Meta’s moderation that were previously 
unknown, though some have been the subject of heated discussions.  
 
First, it provides information about the swiftness at which Meta moderates. Most sanctions 
are taken within 24 hours after the piece of content has started to be hosted, but the degree to 
which this is true depends on the platform. Facebook has the harshest moderation: 85% of 
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registered sanctions were taken on the same day as the piece’s publication, which implies 
within the first 24 hours, while the next 24 hours drop to hosting only 2,3% of sanctions, and 
the next 1%. On Instagram, moderation is slower and more spread over the first few days: 
60,8% of sanctions are taken within the first 24 hours, 8,7% in the following 24 hours, and 
5,7% in the next. Threads follows more or less the same pattern. WhatsApp Channels does 
not work the same way, as we will witness several times in this analysis: only 31,75% of 
sanctions take place in the first 72h. Strikingly, the intelligence never ceases since some of 
them are actioned up to 21 years after publication. About 5% of sanctions were imposed more 
than 500 days after the piece’s publication on Instagram, 2,09% on Facebook. The longest 
time frames recorded in this sample were 505 days for WhatsApp Channels (1,38 years), 
5220 days for Threads (14,29 years), which is surprising given that it is said to have first 
launched in 2019, 5262 days for Instagram (14,4 years) and 7652 days for Facebook (20,95 
years). These figures go back to Instagram’s first three days and Facebook’s first fifty days at 
Harvard, since the services were respectively created on October 6, 2010 and February 4, 
2004, i.e. 5265 and 7701 days before the last date of this sample (March 06, 2025). This 
raises unanswered questions as to how content is flagged for review.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 

Figure 6: Daily volume of moderation actions across Meta platforms  
 
Second, the TDB shows that the volume of daily sanctions is not constant but rather relatively 
volatile, and differs between platforms that are yet relatively the same size (see Figure 6). 
Facebook, with its 260,6 million monthly active EU users (Meta, 2024d), reports six to ten 
times more moderated items than Instagram and its 269,1 million monthly active EU users 
(Meta, 2024e). Facebook generally oscillates between a bit less than 1 million and 2,5 million 
sanctions per day, but can go up to almost five million like it did twice, on November 30, 
2024 and January 13, 2025, while Instagram never goes past 600 thousand sanctions per day. 
Yet Instagram’s actioned volume is growing, contrary to Facebook which grew but suddenly 
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came back to previous levels. Threads reports a lot less moderation actions but it also 
probably has less monthly active EU users (it had 320M users worldwide in January 2025 
(Hutchinson, 2025)). As for WhatsApp Channels, it also has less monthly active users than 
Facebook and Instagram, but its lower volume of sanctions can above all be explained by its 
different network model. Channels are different from feeds and stories. Further, WhatsApp 
fosters an image of confidentiality and minimal interference, even if it theoretically does not 
apply to its non-encrypted channels. 
 

 
Figure 7: Automated detection rates across Meta platforms 

 
Third, the TDB reveals that moderation is indeed highly automated (see Figure 7), especially 
on Facebook, where on average 98,5% of detections are automated. On Instagram, it is 93,9% 
and on Threads, 73,9%. This average hides differences across categories: categories like data 
protection and privacy violations (+99% automated) and scope of platform services (+99% 
automated on Facebook, +96% on Instagram) are more automated than categories like 
intellectual property infringements (55% automated on Facebook, 23% Instagram), 
non-consensual behaviour (about 80% automated) and negative effects on civic discourse or 
elections (89% Facebook, 27% Instagram). Interestingly, these three platforms declare that 
their automated detections perfectly correlate with their partially-automated decisions, and 
reciprocally with non-automation. This would imply that there are two separate channels of 
moderation working in parallel, one human and one automated, but we will see that it seems 
unlikely. WhatsApp Channels is less automated (77,6% of sanctions are), which is consistent 
with the observation that it is less swift at removing content.  
 
A final element that was known but that the TDB confirms is that moderation is almost 
entirely voluntary (rather than notified by a user, entity or trusted flagger) and realised upon 
incompatibility (rather than illegality). The figures indicate that at least 98% of sanctions are 
taken voluntarily on Instagram and Facebook, which drops to a minimum of 87% for 
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WhatsApp Channels. As for incompatibility, at least 99,75% of sanctions are taken on this 
ground across all platforms. Accordingly, given that territorially constrained decisions are all 
based on illegal content, almost every decision logged applies to the whole EEA. There are 
only 8000 sanctions on Facebook and 2400 on Instagram over the eleven-month period that 
have a different territorial scope, almost half of them applying solely to Germany, which is 
known to have stricter national speech rules.   
  
7.1.2. A flawed and obscure glimpse of reality 
Despite these apparent information gains, the extent to which the TDB can help understand 
what happens within Meta, and not merely see through its practices, remains limited. The 
first and most obvious impediment lies in the database’s trustworthiness, which flows from 
its self-reported character. It is unlikely that the information on the TDB is entirely fabricated, 
though it is theoretically possible. What is likelier is that the information presented is taken 
out of context, corresponds to the most positive framing possible of the company within this 
closed environment, or is only partial, and hence shows a skewed version of reality that we 
risk taking as an objective picture. Three elements of Meta’s SoR point to these three 
shortcomings. Starting with the lack of context, we find that even the simplest figure, volume, 
could well be a skewed metric. On its website, Meta explains that it counts Instagram and 
Facebook takedowns differently in its voluntary transparency reports: deleting a post with 
three images and a caption on Instagram counts as one deletion, but deleting the same post on 
Facebook counts as four (Meta, 2023b). If the same rules applied to the TDB, this could 
explain the difference in volume observed between the two platforms, yet there is no way of 
knowing. Given the amount of sanctions that deal with accounts on both platforms (see 
Figure 8), we could hypothesise that such a difference does not originate in organic content 
takedowns but rather on an exceptional amount of probably fake or violating accounts on 
Facebook. Whichever is true, this shows that metrics taken out of context can be misleading. 
The second element is that Facebook, Instagram and Threads report no instance of fully 
automated decision. They always use the two values “not” or “partially” automated. Of 
course, we should strongly doubt that this is true: it would be difficult for the 5548 human 
moderators that are reported to be working on the EU to be participating in the average 
96,2% of decisions that are taken “partially” automatically while actioning 3,8% of the 
sanctions themselves (Instagram and Facebook combined). Plus, the notice received on 
Instagram, analysed in section 6, says itself that the decision was automated (“our technology 
took action”), which is consistent with the fact that the picture was taken down in two 
minutes. It is also corroborated by Meta’s own website “Our technology automates decisions 
for certain areas” (Meta, 2025b). However, this label is likely not a blunt lie either: this 
technology, which is machine learning algorithms for the most part (Meta, 2024g), improves 
as human moderators make their decision, implying a co-construction of content moderation 
decisions between humans and technology. This narrative can be found on Meta’s 
Transparency Center (Meta, 2024g) and in its transparency reports (Meta, 2024e, p.19). 
Given the fierce criticism that relying on machine learning for content moderation receives 
from scholars (Gorwa et al., 2020), Meta’s interest probably lies in emphasising that humans 
are still in the loop. One thing that should be noted, though, is that WhatsApp Channels 
surprisingly reports no “partially” but instead “fully” automated items. However, this could 
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once again be explained by the fact that the network acts only on a small volume of content 
and does not intervene much on speech but rather on explicit images, where the use of 
automation is less contested. Hence, this label is only presenting reality in a way that is more 
advantageous to the company. Another example that shows that the TDB might not fully 
reflect reality is the total absence of end dates in the TDB, which means that all the sanctions 
that are logged reflect permanent sanctions. Yet we know that Meta imposes temporary 
sanctions, not least because one of the screenshots collected for section 6 received this kind 
of sanction. Actually, Meta calls these “strikes” and counts them as punitive warnings before 
taking a permanent sanction in case of persistent recidivism (Meta, 2024i). It is questionable 
whether these sanctions should be part of the TDB, but they could be considered partial 
suspensions of the provision of the service, in which case they would be covered by Article 
17(1)(c) DSA. In any case, it is important to have in mind that in the case of Meta, the TDB 
does not show the full picture of moderation but rather the part of moderated items that were 
subject to permanent sanctions.  
 

 
Figure 8: Daily moderation actions on Facebook and Instagram split by content type   

 
Second, there are further obstacles to understanding moderation practices that are due to how 
Meta fills the TDB. One of the core variables of the TDB is the mandatory “category” 
variable, which contains the categorial ground on which the piece was actioned. However, 
what we observe is that the most frequently logged category is “Scope of platform service”, 
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which is a large and eclectic category that refers to age-specific restrictions, geographical 
requirements, goods/services not permitted to be offered on the platform, language 
requirements and nudity (European Commission, n.d.a). It is the case of Meta (see Figure 9) 
but also of other platforms (Drolsbach & Pröllochs, 2023; Trujillo et al., 2024), to the extent 
that it is the first category in the TDB overall (European Commission, n.d.b). As Trujillo et 
al. (2024) have already remarked, this category is particularly uninformative because of how 
varied it is but also because it overlaps with other categories (i.e. Pornography or sexualized 
content, Illegal or harmful speech). Furthermore, analysing Meta’s logs through time 
demonstrates that Meta reports an increasing proportion of its sanctions under this category. 
A part of it results from a higher volume of sanctions that fall into this category, but even 
when volume drops to previous levels, the prevalence of this category does not. Therefore it 
is unclear why exactly the content was actioned, and why this category was chosen over 
another one. Another obscure filling of the TDB pertains to explanations (E4). First, every 
optional opportunity to provide explanations or context is empty. Some would have been 
admittedly costly or heavy to provide, such as providing a URL to the violating section or the 
specific law that an illegal content violates. However others are information that the platform 
has but does not give, especially the piece of content’s language and the account type 
(personal or business). Second, the explanations that the company does log, because they are 
mandatory, have no informational value. Either they are redundant with other columns, or 
they are generic. For example, the two content explanation variables include entries of the 
following type: “This was DECISION_VISIBILITY_CONTENT_DISABLED because it 
violated DECISION_GROUND_ILLEGAL_CONTENT.”, whose capitalised expressions are 
the exact values logged in previous columns. Essentially, Meta explains why the content was 
considered illegal by saying that the content was disabled because it was considered illegal. A 
different example, but which leads to the same outcome, is the two variables that expose the 
grounds on which the decision was taken (i.e. what the piece of content violates). On 
Instagram, every entry of these variables contains “This was a violation of “How You Can’t 
Use Instagram section” [for illegal content, “of our terms of use” is added]”. The said section 
explains what people cannot do on Instagram, including violating the Community Standards, 
violating the law or interfering with the provision of the service. Hence, Instagram essentially 
explains that the content was incompatible with its terms of use because it violated the part of 
its terms of use that imposes rules on content (its Community Standards). This does not bring 
any information, while Instagram presumably most of the time has the information since it 
provides violating users with a link to the relevant chapter of its Community Standards in its 
user-facing removal notice, like section 6 shows. The same rationale applies to other Meta 
products.  
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Figure 9: Daily moderation actions on Facebook split by category 

 
Finally, despite the valuable information that it provides, the TDB can be obscure when it 
shows tendencies that are unexplainable. Some patterns were observed that find no 
explanation: the sudden appearance of monetary restrictions on October 06, 2024 on 
Facebook and Instagram, the increase in the number of accounts actioned that violate the 
scope of platform services in November-December 2024 on Facebook, and above all the 
sudden and permanent shift on September 26, 2024 in the number of content actioned on 
Instagram. No information was found on the internet to justify such shifts. However, this flaw 
might not be the most severe one if we consider that the TDB, as a publicly accessible tool, 
should “serve as a first-warning system for more targeted efforts” (Leerssen, 2020, p.39), 
provided that these more targeted efforts are possible (which will notably depend on the not 
yet implemented Article 40 DSA that grants vetted researchers with access to platform data). 
Conversely, major real-world events that could have been expected to impact moderation 
patterns are not observable in the TDB (E3). A major shrinkage seemed to be observable on 
January 7, 2025, the day Mark Zuckerberg announced his new policies, but after investigation 
it was only due to a postponement in the logging of January 7’s statements onto the TDB, not 
a change of moderation practices.      
 
In a nutshell, the TDB does increase transparency on Meta’s practices because it subjects the 
company to an unprecedentedly granular and almost real-time oversight of its overall 
sanctions, that anyone interested in exploring the available machine-readable data can 
undertake. However, there are two major caveats: first, the case of Meta suggests that some 
platforms could be complying to the minimum extent possible, in such a way that the TDB’s 
intentions do not match its implementation; second, the data is not representative of Meta’s 
overall moderation, to an unknown degree that would deserve further investigation. This 
impedes the database’s usefulness, as it threatens its informational value and its reliability.   
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7.2. Transparency reports: a case of obscure transparency  
The second provision in the DSA that is intended to increase understanding of moderation 
sanctions at aggregate level is transparency reporting. All intermediary service providers are 
required to publish a transparency report once a year (Article 15 DSA), except micro or small 
enterprises, that contains specific information outlined in §1. Online platforms (Article 24 
DSA) and VLOPs (Article 42 DSA) must each include additional information, and VLOPs 
must publish a report more frequently (at least every six months). Transparency reports 
contain figures such as those recommended by the Santa Clara Principles on Transparency 
and Accountability in Content Moderation (2018), for example the total number of pieces of 
content actioned, accounts suspended and appeals lodged within the reporting period. They 
also include textual explanations around processes, but the emphasis is put on quantitative 
metrics. Even though DSA transparency reports seem to be giving a lot of substantial and 
varied information throughout their twenty to thirty pages, the empirical analysis of Meta’s 
April-September 2024 report finds that the amount of enlightening information is fierce. Plus, 
the report faces the same limitations as those outlined in the previous subsection: the 
information provided does not fully encapsulate reality, though it is tempting to believe so, 
and is presented and selected in such a way that is beneficial to the company’s public image.  
 
First, the extent to which DSA transparency reports increase meaningful transparency is 
limited. To start with, transparency reports had become an industry standard before the DSA 
entered into force (Reid and Ringel, 2025), so the provision could be redundant with already 
existing information. It is the case with Facebook (and later Instagram), who has been issuing 
Community Standards enforcement reports for eight years. Though Meta publishes new 
information in its DSA reports, for example the overturn rate split by category, three of its 
five voluntary metrics are taken over (appeals, restored content, content actioned), reducing 
the extent to which the DSA can “increase” transparency. However, what is most important is 
that tech transparency reports in general, though praised by some scholars in theory, are 
found to poorly improve transparency in practice (Reid et al., 2024b), at least when they are 
voluntary. They provide only fractional transparency, that is, by disclosing particular pieces 
of information, platforms purposefully divert attention from others (Reid et al., 2024b). 
Transparency reports then become visibility management mechanisms “by which companies 
seek to maintain legitimacy” (Reid et al., 2024b, p.96) and risk becoming transparency 
theatres. For example, as discussed in section 6.2., the free text sections of Meta’s DSA 
transparency report are for the most part very generic and vary little from one report to 
another, both across time and products, yet they are marketed as contributing to transparency. 
Plus, the emphasis on aggregate figures is misleading as these say nothing in themselves, but 
are informative only when put in perspective with one another. By removing relevant 
information, or simply by not providing any percentage, Meta makes this harder. 
 
Furthermore, consistent with the idea of transparency reports as visibility management tools, 
several aspects of Meta’s DSA transparency report limit the extent to which external 
oversight is possible. First, the report is presented as a PDF and is thus not 
“machine-readable” as mandated by Article 15(1) DSA. Though Urman & Makhortykh 
(2023) have underlined that the term lacks clarity, there is a general understanding in 
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computer science that “machine readable” refers to “a data format that can be automatically 
read and processed by a computer” (Machine readable, n.d.), which is not the case of a PDF. 
This significantly hampers the ability to analyse and compare the report’s metrics 
scientifically. Second, also on the format, Meta presents multiple times tables displaying 
detailed data on only 9 violations out of its 24 Community Standards rules, without 
commenting on the missing categories nor even on the choice of these categories. This results 
in tables revealing only a part of the moderation, which opens up legitimate questions on the 
reliability of the information provided. For example, Facebook’s Table 15.1.c.(1)’s last row 
reads “Total (including other violations)” with a figure of 49,4 million removals, yet the sum 
of the rows above only amount to 13,7 million, which means that almost 36 million removals 
are hidden from view. The obscured categories mostly pertain to integrity and authenticity 
(impersonation, misinformation, inauthentic behaviour…) and intellectual property, but there 
is also human exploitation or fraud. This exemplifies how information can appear transparent 
while being obscure. Finally, it is also possible to decipher in the choice of certain metrics a 
desire to retain control over sensitive information and public image. It is the case of the 
accuracy of automated systems: Meta provides only one metric, the Automation Overturn 
Rate, to measure the accuracy of its automated systems, for Instagram and Facebook 
combined. In addition to being a questionable choice to measure accuracy, whose limits are 
acknowledged by Meta, it is ambiguously defined. The “percentage of content actioned using 
automated means that are later restored” does not say what automated means are involved, 
nor do they say the reason why content is restored (did a human restore the piece? Did 
another automated system double check? Was this check triggered by an appeal? What is the 
checking system’s own accuracy rate?). This metric is either a mean for several systems or 
the accuracy rate of only one system while Meta presumably has several dealing with content 
moderation. Plus, it seems that it could have been possible for Meta to publish two different 
rates (one for Facebook and one for Instagram), as Meta publishes differentiated figures on 
content actioned and content restored. These clues suggest that this is a kind of resistant 
transparency (Annany and Crawford, 2018): the company does display information but in a 
way that minimises scrutiny. This interpretation is corroborated by Meta’s two infringements 
on this provision: first, it did not publish any accuracy metric in its first transparency report, 
which EY’s independent audit pinned (EY, 2024); second, it now does not break down this 
rate by EU language as mandated by Article 42(2)(c) DSA.  
 
In a nutshell, the DSA transparency reports have limitations that are mostly inherent but also 
pertain to the implementation of the provision by Meta, who is led to optimise its reputation. 
Hence, they are only partial elements of transparency that can easily obscure what is absent 
from the report. Interestingly, Meta itself emphasises this point when it says that the article 9 
and 10 requests required in the report are only a part of the government requests that it 
receives, yet it does not underline such limitations for its own tables. In this sense, this 
provision of the DSA seems to increase transparency when defined as information disclosure 
but not so much when it is defined as understandability of sanctions at aggregate level. 
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7.3. Comparing the database and the reports: a boost in meaningful transparency 
We demonstrated that both transparency reports (TR) and the TDB suffer from their public 
and self-declaratory nature and have difficulty proving themselves meaningful. What could 
change this conclusion, though, is the fact that transparency reports and the transparency 
database overlap on some dimensions. Through this lens, transparency reports could be 
valuable in that they might indicate areas to investigate in the database, and conversely the 
database could be used to audit the overly self-declarative transparency reports. This could 
constitute the necessary examination of corporate social responsibility disclosures that Reid 
et al. (2024b) prescribe to avoid simply legitimising corporate power. There is a lot of 
information in the reports that cannot be crossed with the database, either because it is not 
included in the database’s scope (e.g. appeals, government requests) or because of technical 
inconsistencies. A recurrent challenge is that the reports display ToS categories that do not 
match with the values of the TDB’s “category” variable. Still, it is possible to investigate a 
few elements such as Article 16 notices, demotions and removals. In order to know if 
transparency reports can be valuable when considered holistically with the database, we 
realise these comparisons for Instagram and Facebook (see Figures 10 and 11).   
 

 Type of alleged illegal 
content  

“Total number of 
[Article 16] notices 
resulting in content 
removal for policy 
violations” (TR) 

“Total number of 
[Article 16] notices 
resulting in 
restriction of access 
to content due to 
alleged illegality” 
(TR) 

Total number of 
SoR with “Article 
16” as source, 
“Incompatible 
content” as ground 
and “Content 
removed” as 
sanction (TDB) 

Total number of 
SoR with “Article 
16” as source and  
“Illegal content” as 
ground (TDB) 

Instagram Intellectual Property (TR) / 
Category “Intellectual 
property infringements” 
(TDB) 

29 657 0 69 887 0 

Privacy (TR)  / Category 
“Data protection and 
privacy violations” (TDB)  

6 078 11 6 530 0 

Total (all categories) 76 084 2 019 79 035 16 

Facebook Intellectual Property (TR) / 
Category “Intellectual 
property infringements” 
(TDB) 

45 643 0 98 575 0 

Privacy (TR) / Category 
“Data protection and 
privacy violations” (TDB)  

8 477 42 8 334 0 

Total (all categories) 98 899 5 172 120 555 6 

Figure 10: Comparison of aggregate Article 16 notices across the transparency report (TR) and 
transparency database (TDB) for Facebook and Instagram between 01/04/2024 and 30/09/2024 

 
There are systematic differences between transparency reports and the database in volume, 
though some figures are strikingly close, but automation rates are fairly consistent across 
mediums, if we consider that the TDB’s “partial” automation matches with the TR’s full 
automation (Trujillo et al., 2024). Several elements could explain such differences. They 
could originate in a difference in the definition of sanctions anywhere between content 
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reviewers, the drafters of the reports or the engineers who enabled the TDB for Meta. This 
seems plausible given that Facebook’s volume of “Account terminations” is extremely low in 
the TDB and high in the TR, while “Account suspensions” are extremely high on the TDB. 
Likewise, “intellectual property” Article 16 notices could have been counted as belonging to 
another category in the TR, though it is surprising given that it is the only one of the two 
categories whose labels match perfectly between the two. Differences could also originate in 
mismatching time periods: the TR mentions a “reporting period” from April 01 and 
September 30 which was interpreted on the TDB as an application of the sanction between 
these dates, but it could be otherwise. Finally, though it would be troublesome, any one (or 
both) of the two mediums could be incomplete. The fact that automation rates match could 
suggest that there is only a proportionality difference between the two, and hence perhaps a 
random screening between TR figures and the TDB, yet the fact that the TDB sometimes 
reports higher volume than the TR goes against this hypothesis, which leaves us with no 
definite response.  
 

  Volume (TR) Automation (TR) Volume (TDB) Automation (TDB) 

Instagram Organic content removal 
measures (TR) / “Content 
removed” as sanction (TDB) 

12 136 947 10 535 490 
(86,8%) 

6 513 905 5 523 101 
(84,79%) 

Organic content demotion 
measures (TR) / “Content 
demoted” as sanction (TDB) 

2 035 562 2 035 311 
(99,99%) 

2 303 743 2 303 743 
(100%) 

Account termination 
measures (TR) /  “Account 
terminated” as sanction 
(TDB) 

17 991 379 16 582 852 
(92,17%) 

12 755 774 11 982 897 
(93,94%) 

Facebook Organic content removal 
measures (TR) /  “Content 
removed” as sanction (TDB) 

49 361 368 46 758 906 
(94,70%) 

59 247 892 56 854 817 
(95,96%) 

Organic content demotion 
measures (TR) / “Content 
demoted” as sanction (TDB) 

27 021 695 27 010 205 
(99,96%) 

18 286 756 18 286 756 
(100%) 

Account termination 
measures (TR) /  “Account 
terminated” as sanction 
(TDB) 

87 825 945 79 195 203 
(90,17%) 

1 020 885 972 139  
(95,23%) 

Figure 11: Comparison of selected moderation actions across the transparency report (TR) and 
transparency database (TDB) for Facebook and Instagram between 01/04/2024 and 30/09/2024 

 
A final insight from this comparison concerns Article 16 automation rates. The database 
shows that 18,38% of Facebook Article 16 reviews and 5,59% of Instagram’s are reported as 
being automated. If it is true, this exposes that the phrase “All Article 16 DSA notices are 
processed using manual review” is yet another way of managing the company’s public image 
by omitting that “instances of duplicate submissions” are treated by automated means.   
 
All this shows that reading transparency reports and the database against other mediums, 
especially each other, could substantially increase their value in fostering meaningful 
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transparency. For this specific reason, mandatory and comparable transparency reports could 
constitute real assets for research. At the same time, this increase in meaningful transparency 
at the aggregate level for now results in shedding doubt on the reliability of both the 
transparency reports and the database. While the value of the two mediums is enhanced by 
the comparison, it would be in fine considerably decreased if they were indeed found to be 
incomplete.  
 
8. Understanding moderation at the systemic level 
The last level at which content moderation can be meaningful is what this thesis labels the 
systemic level. It differs from the aggregate level in that it takes a broader perspective on 
content moderation: first, it considers moderation not only as the sum of individual sanctions 
but as anything that impacts the organisation of content; second, it seeks to understand not 
only how moderation impacts the rights of users but how it structurally impacts society and 
communication at large. At this level, we find that the DSA increases transparency on 
advertising and especially recommender systems, though there is still room for improvement. 
For more quintessential accounts of Meta’s impact on society, the DSA is not yet 
implemented enough for us to draw definite conclusions, yet an early look at risk assessment 
reports suggests that these could miss a part of their intended purpose.   
 
8.1. Towards advertising and recommender systems transparency  
The DSA restricts the definition of content moderation to actions sanctioning users, but as 
discussed in previous sections content moderation can also be defined as encompassing 
anything that impacts the content that users see. This conceptualisation is especially relevant 
given the increasing role that (machine learning) algorithms have been playing in ordering 
content over the past years. Social media feeds have changed, from prioritising content 
originating from friends to prioritising algorithmic recommendations. According to Meta’s 
own reports, 54,4% of US feed content views in Q4 2024 come from accounts, groups or 
pages that users are following and 33,6% from unconnected sources (Meta, 2024f) while in 
Q2 2021 90,6% came from these connections and 8% only from unconnected sources (Meta, 
2021). Advertisements are not exempt from this trend. Beyond the available micro-targeting 
strategies of purchased ads, the platform’s ad delivery algorithms themselves have strong 
influence over what advertisements users are exposed to. Notably, Facebook’s ad delivery 
algorithms were found to be skewed in several studies, perpetuating gender biases by 
showing more financial ads to men (Ali et al., 2023) or less remunerative jobs to women 
(Imana et al., 2021), more problematic ads to older people (Ali et al., 2023), or political 
messages predominantly to likely proponents of the said messages (Ali et al., 2021). This has 
an impact on user experience, especially given that users were seeing a median of 70 
advertisements per week on their Facebook feed in 2019, i.e. between 10 and 15% of posts 
seen (Arrate Galán et al., 2019).  
 
The DSA includes this perspective when it mandates transparency on advertising and on 
recommender systems, as detailed in recitals 68 and 70. In the directive, all online platforms 
must show user-facing transparency within their product on the advertising nature of organic 
and ad content (Article 26 DSA). They must also explain in their terms and conditions the 
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main parameters used in their recommender systems and the reason behind their relative 
weight, as well as possibilities for users to act on these parameters (Article 27 DSA). In 
addition to this, VLOPs and VLOSEs must create and maintain a searchable public repository 
of all the advertisements that are running or have run on their platform at least one year after 
their last display (Article 39 DSA), with specific information outlined in the second 
paragraph such as the content of the advertisement, the identity of the purchaser, the 
beneficiary of the advertisement, the target audience if there is one and the reach of the 
advertisement. In the case of Meta, we find that the DSA did foster additional transparency 
on understanding recommendations and advertising but not to its most meaningful degree.  
 
Starting with recommender systems, the literature review has shown that transparency can be 
improved mainly by giving legible (visually appealing, concise, summarised) and 
non-technical explanations on how systems work and by explaining the controls available to 
users. In the case of Meta, there are four places where we can find recommender system 
transparency on Instagram and Facebook, two of which have constituted Meta’s main 
voluntary approach before the DSA. First, their respective Help Centers have a dedicated 
section outlining the product’s Recommendation guidelines, which explain in plain text what 
content is not eligible for recommendations on Facebook and Instagram. This approach to 
algorithmic transparency is negative in the sense that it defines how it does not instead of 
how it does recommend content. It has been Meta’s main public-facing voluntary approach, 
since these guidelines were published in August 2020, months before the DSA was 
introduced. More positive transparency was introduced on June 29, 2023. The causal impact 
of the DSA on this worldwide release is not obvious since Meta has not framed its 
announcement in this way (Meta, 2023c), but it is also difficult to ignore that the DSA 
compliance deadline for VLOPs, including these specific provisions, was less than two 
months away (August 25, 2023). Plus, Meta brought it up in its blog post on DSA compliance 
(Clegg, 2023). The announcement in question is the release of a new section on Meta’s 
Transparency Center containing 22 AI transparency pages (“system cards”) where the 
functioning of Meta’s AI ranking algorithms (e.g. acting on comments, notifications, stories) 
are explained for Facebook and Instagram, with later updates adding Threads and some Meta 
Horizon products. Each card first succinctly explains the steps that the said systems go 
through to complete their task, then points to available user controls and finally describes a 
few of the systems’ predictions, along with some of their input signals. These cards represent 
positive progress towards meaningful transparency. Their structure is clear and harmonised, 
they are linked in the terms and conditions and are available in a variety of languages, not just 
English. Further, some efforts were done on non-technical user-friendliness: the first two 
parts are remarkably concise and some of the technical words are defined (e.g. input signals, 
predictions). The cards constitute an increase in transparency since little positive information 
was previously available on AI content ranking. However, there are several limitations as to 
how much they allow us to understand how AI algorithms function. First of all, while they do 
list criteria used for some significant predictions (Article 27(2)(a) DSA), the cards do not 
explain why these predictions are important, i.e. “the reasons for the relative importance of 
those parameters” (Article 27(2)(b) DSA). They also do not mention how important the listed 
criteria are and whether they all are of equal importance for calculating the prediction, only 
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that “signals influencing this prediction include” those listed. In general, there is a lack of 
clarity as to why these specific pieces of information were selected over others for display, 
which diminishes their value as regards to transparency. This is exemplified by instances 
where the cards are redundant or incoherent. For example, Facebook notifications card shows 
that the same signals are used for “How likely is it that more notification volume will lead to 
more activity on Facebook app” and “How likely is it that low notification volume will lead 
to fewer activity on Facebook app” while similar twin predictions don’t show the same input 
signals (Meta, 2025d). Alternatively, the exact same prediction can be shown several times 
within the same card (e.g. How likely you are to click a push notification for Facebook 
notifications, How likely you are to “like” a post for Instagram Explore) without having the 
same input signals every time (Meta, 2025d; Meta, 2025c). Second, which the DSA does not 
mandate, additional information could be given on the training of the models, their 
assessment and their updates to foster thorough AI transparency. However this could be 
addressed as part of the AI Act, especially if social media recommendation algorithms are 
labelled “high-risk” systems (Bayer, 2024), which is out of the scope of this thesis. Finally, 
the fact that detailed theoretical information is available on a dedicated website is valuable 
but its separation from the app and from the content in question can be a barrier to 
understanding ranking. It would be interesting to think about the design of an in-app feature 
that either provides a part of this information itself or links the website in a more obvious 
way. Actually, Meta has been partially doing it since 2019 (Meta, 2019a), voluntarily, through 
its “Why Am I Seeing This?” feature that can be accessed by clicking on the three dots on the 
top right corner of the post. However, while the explanation is quite substantial for content 
originating from connected sources on Instagram (three to four concrete criteria that the post 
matches), there is almost nothing for unconnected sources (“based on many things, including 
your activity on Instagram”). Both link to a (rather short) page of the Help Center dedicated 
to recommendations (on the model of WhatsApp Channels’ ranking transparency 
(WhatsApp, n.d.)), which in turn links to the AI cards.  
 
In the case of advertising, the DSA renders mandatory practices that Meta mostly followed 
already, but it does also trigger the release of additional details in some areas. Meta’s ad 
transparency is threefold. First, there is a user-facing component that matches the 
requirements of Article 26 DSA. Ads have been identifiable by the “Sponsored” label under 
the account name that presents the ad (fits paragraphs (1)a-b) for a long time. Yet scholars 
have shown that not all labels are conducive to more transparency since users tend to skip a 
non-prominent label when they scroll, so mandating the sole presence of a label does not 
substantially increase transparency. The promotion and updates of standards on the matter 
(Article 44 DSA) could be a lead. Further, explanations on why the ad is presented is 
available through a similar “Why Am I Seeing This Ad?” label in the three-dots menu. This 
has been the case since 2014 with the display of targeting criteria related to demographics, 
interests and website visits (Tsukayama, 2014; Meta, 2019b) but the current version, which 
adds criteria related to the user’s activity on the app and a direct link to change targeting 
parameters in the settings (fits paragraph (1)d), might have been influenced by the DSA since 
it was introduced in February 2023 on Facebook and October 2023 on Instagram (Pavón, 
2023), though it is impossible to assert it. This increases user controls, which was found to be 
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highly positive. Finally, ads contain no in-app mention of who has paid for the ad (paragraph 
(1)c), but it links to the specific ad’s page in the Ad Library, where the information is 
available. It is not possible to know whether this link was introduced specifically for the DSA 
or not. Second, the DSA is directly responsible for the release of additional information in 
Meta’s already existing Ad Library. Since June 2023, Meta has been asking advertisers to 
declare who the beneficiary and payer are when they purchase an ad dedicated to an EU or 
global audience (Meta, n.d.b) and has been publishing this information in the Ad Library 
since the end of August 2023 (Hutchison, 2023). Additional information is also available for 
each ad under the “European Union Transparency” label, displaying the demographic 
targeting criteria, the total reach and the reach split by location, age and gender. Non-EU 
audiences (except Brazil1) never have access to this information, especially given that 
non-political ads are not released for the vast majority of countries and when they are, 
transparency is narrowed down to the content, dates and beneficiary of the advertisement. 
Access to granular (and hopefully systematic) platform data like the Ad Library offers, 
especially through its APIs, is especially valuable for researchers. Meta’s two APIs have been 
used multiple times to inform the study of political (Minihold and Votta, 2024) and economic 
actors (Xiao, 2025) but also to expose Meta’s own moderation flaws (Bouchaud, 2025; 
Bouchaud and Liénard, 2024). Remaining concerns pertain to the self-declared nature of the 
beneficiary-payer labels, which often do not correspond to the “natural  or  legal  person” 
(Article 26(1)(b-c) DSA) who paid for the ad (Xiao, 2025), but also to the increasing power 
that Meta’s AI algorithms have over the targeting strategies of marketers (Votta et al., 2024).  
 
8.2. Exposing social media’s structural impacts: innovative but still limited oversight 
Finally, the most high-level conception of meaningful transparency contends that 
transparency should be able to reveal what the impact of social media platforms on society 
and individual behaviour is at large. It is both the level that exposes the most the business 
model and the underlying motivations of platforms, which can strongly misalign with the 
public image that they nurture, and perhaps also the hardest kind of transparency to produce 
as no specific metric or widespread definition exists. There are two mechanisms through 
which the DSA aims for this level of meaningful transparency. First, VLOPs and VLOSEs 
are required to produce once a year a risk assessment report to “identify, analyse and assess 
any systemic risks in the Union stemming  from  the  design  or  functioning  of  their  service  
[...] or from the use made of their services” (Article 34(1) DSA). They also have to present 
appropriate mitigation measures relating to each of the risks identified in this report (Article 
35 DSA). Second, it mandates VLOPs and VLOSEs to grant vetted researchers access to 
non-public internal data for projects assessing these systemic risks and mitigation measures 
(Article 40(4) DSA). Hence, one mechanism comes from platforms themselves while one is 
independent. Two years and a half after the adoption of the DSA, these two elements are still 
ongoing implementation, limiting the extent to which their effectiveness in fostering 
transparency can be assessed. VLOPs and VLOSEs have published either one or both of the 
two reports that they have already produced (September 2023- August 2024 and October 

1 Additional advertising transparency was mandated by Brazil’s National Consumer Secretariat on July 30, 2024 
through Nota Técnica Nº 2/2024/Gab-DPDC/DPDC/SENACON/MJ (Campetti Amaral et al., 2024)  
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2022- August 2023). However, the Commission and the Board for Digital Services 
(composed of national data agencies, i.e. Digital Services Coordinators) have not yet 
published their synthesis (and their appraisal) of these reports (Article 35(2) DSA). As for 
Article 40, the Commission is still working on implementation, including on the 
establishment of a DSA data access portal (European Commission, 2024), so that no 
researcher has had official access to Article 40 data to date. For now, it can be argued that the 
new emphasis on systemic risks bears true promises of increasing transparency, but the 
current limited implementation does not (yet) rise up to expectations.  
 
Whether or not risk assessments were already done by Meta, little information of this type 
was public. Meta has been emphasising security risks stemming specifically from the misuse 
of its products on its Transparency Center, and has been publishing “adversarial threats” 
reports focusing mostly on coordinated inauthentic behaviours, but occasionally on other 
risks such as malware, since 2017 (year of the Russian interference scandal). Other than that, 
the closest that can be found to a broader reflection on Meta’s social impact is Facebook’s 
series of blog posts in 2017-2019, which directly stems from the series of scandals that it was 
going through at the time. In these articles, Facebook reflects on “the impact of our products 
on society” by giving the floor to prominent Facebook figures (e.g. Chakrabarti, 2018), 
journalists (e.g. Van Zuylen-Wood, 2019) and various stakeholders including academics (e.g. 
Sunstein, 2018). It also committed to releasing the slides of its bimonthly Product Policy 
Forum Minutes, where top executives discuss updates of the Community Standards (Meta, 
2018a). This initiative gave a sneak peek into what the processes and decision making 
hierarchy on drafting moderation guidelines are (Van Zuylen-Wood, 2019; Meta, 2018b), 
which is a component of meaningful transparency at systemic level. Yet this information is 
now outdated and seems to have only been the result of significant societal pressure. Since 
then, there have been few updates. For example, the release of Minutes was regular over 2019 
only and stopped altogether in 2023 (Meta, 2024h). In this context, Articles 34-35 are 
promising because not only do they force platforms to be transparent about the systemic risks 
that they contribute to, but they also allow the Commission to pin platforms if it considers 
that their due diligence is not robust enough (Eder, 2024). As for Article 40, mentioned 
multiple times in this paper, its potential contribution is colossal in a context of 
ever-increasing impediments placed by social media on research tools designed to study their 
operations (Karanicolas, 2021), the latest move to date being the discontinuation of Meta’s 
tool CrowdTangle used to track disinformation. Yet it is also the reason why platforms could 
oppose the release of such data, hence the effectiveness of this provision exclusively depends 
on interpretation and implementation (Söderlund et al., 2023).    
 
Despite incomplete implementation, it is possible to have a look at Facebook’s and 
Instagram’s public risk assessment reports (2023-2024). To get an idea of the reports, it is 
enough to browse only one of the two because they are essentially similar (only the 
calculation of risks and a few sentences differ). This in itself is problematic, as it posits that 
Facebook and Instagram face the same risks. In essence, Bernard (2024) emphasises that 
Meta did put a lot of work into the report, but aside from a handful of inherently interesting 
information, the usefulness of the report mostly lies in better knowing what data to ask for in 
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the future. He notes that Meta focuses heavily on mitigation measures in its report, at the 
expense of risk assessment, and that the risks that are outlined almost entirely stem from 
users and not from the platform’s design and rationale themselves. These are interesting 
pieces of information, but they are only a part of what was expected from these reports. 
Similarly to transparency reports, risk assessment reports might actually suffer from a 
visibility management problem. Coding for these elements reveals that sub-parts, particularly 
risk and problem areas, usually follow the same structure: they start with a few sentences 
asserting Meta’s value-based commitment to the particular area, then either directly detail 
what mechanisms Meta has put in place to safeguard this commitment or explain how malign 
users try to escape Meta’s engagement towards the policy, before detailing further how these 
threats are addressed. Most of the time, though not always, when Facebook touches on its 
own role, it is directly next to a risk stemming from users. For example, when it essentially 
says that its systems can spread some undesirable content, it is talking about violating content 
that users have uploaded on the platform. Likewise, when a platform-induced risk is 
mentioned, it is often directly preceded or followed by a mitigation measure. This strategy of 
sandwiching risks, especially platform-induced risks, in-between mitigation measures shows 
that there is a strong incentive for Meta to polish its image and show its diligence. Yet this 
can be done at the expense of transparency, since the way Meta envisions risks is not 
particularly salient in the report. It can also be done at the expense of clarity, since the report 
is full of redundant sentences that are slightly modified. A telling illustration is the 114 and 
101 uses (out of 85 textual pages) of the roots “improv” and “continu”, including ten 
instances of “continued improvement”, four “continue to improve”, two “continuously 
improving” and ten “continuously working to improve and enhance our”. Of course, this 
could be only an issue with the public version of the report, whose similarity with the one 
sent to EU authorities is unknown. Two final caveats that civil society organisations have 
emphasised is that it is unclear to what extent civil society was involved in Meta’s assessment 
process (Windwehr, 2025), and more generally that reports are uselessly posted long after the 
risks have passed (Algorithm Watch, 2024). Overall, Bernard (2024) contends that Meta’s 
report will satisfy “operations and systems aficionados” but not those “seeking a more 
philosophical treatment” of Meta’s appraisal of risks. It is now up to the Commission to 
assess to what extent this is satisfactory regarding DSA obligations. In terms of transparency, 
though, a lack of stakeholder investment, a late ex post reporting and obfuscated language 
may not rise up to meaningfulness.  
 
Conclusion and recommendations 
In this study, I show that the DSA has increased meaningful transparency at Meta, but the 
extent to which this is true varies across levels. At the individual level, the DSA increases 
meaningful transparency by making voluntary procedural notices mandatory, so that users 
understand whether and why they have been sanctioned; yet it has more trouble fostering 
meaningful information on how moderation is done. At the aggregate level, the DSA’s two 
self-declaratory tools rise from pure information disclosure to meaningful transparency when 
they are cross-checked, even if the outcome is for us to doubt their reliability. Finally, at the 
systemic level, the DSA strengthens advertising and recommender system transparency; 
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however, the early look given at risk assessments reports suggests that the DSA only partially 
manages to increase meaningful transparency at this level.  
 
From these results, we observe that as of current implementation, the more a provision leads 
to publicly exposing the structural power of the platform, the less the DSA manages to 
increase meaningful transparency. Indeed while in-app user-facing procedural rights are 
extensive, processual or structural qualitative explanations, research access and aggregate 
transparency are to this day more fragile. Opposing forces stem from two sources. Some 
originate in the DSA itself, which contains blind spots and built-in limitations. Others arise 
from implementation: first, because they are corporations, social media are led to engage in 
visibility-managing strategies to safeguard their public image, which leads them to produce 
empty or distorted information; second, we also observe that they sometimes comply to the 
minimum extent possible, probably because of a lack of desire for scrutiny.  
 
These results must be recontextualised in two respects. First, they are based on Meta’s case 
only. The extent to which the DSA increases transparency not only depends on the company’s 
previous level of transparency but also on the diligence with which it complies with the 
legislation. While in general Meta did have the most advanced transparency provisions before 
the DSA was implemented, which implies that there is greater potential for the DSA to 
increase transparency in all other companies, the degree to which other platforms will comply 
cannot be inferred from the present study. Therefore, it would prove extremely valuable to 
reproduce the same study on other social media platforms to nuance or confirm these 
conclusions. Second, these results stem from an analysis of objective transparency, yet it can 
be questioned whether the DSA’s effectiveness should be assessed through objective or 
through users’ perceived transparency. As part of this reflection, studying user-perceived 
transparency, or even researcher- and civil society- perceived transparency, would undeniably 
bring interesting contributions to the examination of the DSA’s effective impacts.  
 
From these results, I issue seven recommendations to three actors, the Commission, academia 
and civil society, to improve the DSA’s ability to effectively foster meaningful transparency.  
 
 
Recommendations to the European Commission: 
 

1) Mitigate platforms’ obscure transparency practices by raising and clarifying 
minimal expectations  

We demonstrated that platforms could sometimes comply to the minimum extent possible, 
whether per se or as a result of visibility-management strategies. Against this backdrop, the 
natural solution would be to increase the minimum standards that are expected from social 
media platforms. In particular, the analysis pointed at the following points:  
 

● a) Require platforms to explicitly disclose in their transparency reports whether their 
processes have changed since the last reporting period. 
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This would prevent the legitimising effect that a three-page description of processes trigger 
while they are sometimes identical to previous reporting periods. At the same time, it could 
also help track changes.  
 

● b) Invite platforms to split accuracy rates by systems, or alternatively to explain what 
systems go under the “automated means accuracy rate” of their transparency reports. 

 
● c) Create a short platform-specific documentation attached to the Transparency 

Database where each platform could explain its choices in filling the database, and its 
understanding of the different variables.  

This would make explicit the possible differences of definitions of the same concept (e.g. 
account suspension) across transparency provisions and across platforms. It would also give 
platforms the opportunity to justify the rationale behind their choices (e.g. Meta’s use of 
“partial”, instead of “full”, automation).     
 

● d) Require platforms to log statements of reasons under the database’s category which 
is closest to the infringement in question, instead of logging them under “Scope of 
Platform Service”. 

 
● e) Invite platforms to log more meaningful textual explanations on the Transparency 

Database.  
 

● f) Clarify if strike-like temporary sanctions should be part of the Transparency 
Database. If so, inquire why Meta has no temporary sanction logged.  

 
The Commission’s Implementing Act on the harmonisation of transparency reports from 
November 2024 (2024/2835) goes in the right direction. It directly addresses point d) by 
deleting the category “Scope of Platform Service” and asking providers to use the “Other” 
category only if the infringement is not better described by any of the other categories. It also 
addresses point c) by requiring rates to be provided “per type of content moderation system”. 
While a) is not included, the new CSV format could allow readers to more easily spot 
whether text variables are identical from period to period.  
 
 

2) Encourage and support independent research  
  

● a) Enforce Article 40 DSA. 
This provision was raised several times throughout the analysis. It is currently in the process 
of implementation, but its potential is such that its importance should be underlined once 
more by including it in the present recommendations.  
 

● b) Require transparency provisions to be released in both PDF and machine-readable 
formats, like HTML or CSV. 
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● c) Invite platforms to release user-facing design choices to researchers.  
Even though it is available to users in-app, some information that should be available to 
researchers is not, or only partially, public. This is especially the case of the various notices 
that the DSA compels platforms to send. Researchers should not have to be “forced” to 
breach the platform’s terms of service to find out what these notices look like, especially that 
notices for illegal content remain inaccessible.  
 
The November 2024 Implementing Act addresses point b) for transparency reports. It is a 
substantial progress, though this recommendation also applies to the risk assessments reports.   
 
 

3) Invite platforms to increase in-app references to transparency provisions 
Reciprocally, some information that should be available to users is in effect only readable by 
specialists. In particular, information on how moderation is enforced, which scholars see as 
being of relevance to individuals, is mostly absent from the app itself. Without going as far as 
adding the information itself, an in-app URL linking to the relevant section of the 
transparency website could make this information more meaningful to users.  
 
 
Recommendations to Researchers: 
 

4) Investigate further the difference between transparency reports and the 
Transparency Database. 

We have demonstrated that transparency reports and the transparency database rise in 
meaningfulness when they are cross-checked. Researchers should explore this perspective 
with other platforms to see if differences are systematic, and if not where they occur. In this 
regard, the November 2024 Implementing Act will be a game-changer, at least on paper, 
since it will ask platforms to report along the same categories as in the database, and more 
comprehensively than is currently being done. Such investigations could also potentially 
inform Article 40 research requests. 
 
 

5) Investigate how shadow-banning is taken into account in practice under the DSA  
In this study, we were unable to test one of the core innovations of the DSA, namely the 
inclusion of visibility sanctions in its scope, such as shadow-banning and demotions. 
Exploring how it is implemented in practice (user notices, TDB) will be key to assessing the 
success of the DSA in increasing transparency.   
 
 

6) Leverage web archiving as a research material and a research practice for the 
study of social media platforms.  

This inquiry suggests that web archives have the potential of becoming precious 
historiographical resources that can be leveraged against the discursive power of social media 
platforms. In particular, they can be used as historical evidence to contest the idea that 
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transparency practices have always been evident. Further, archiving can also be a useful 
research practice, to keep up with the fast pace of social media. During this very study, 
Meta’s transparency website (and the transparency database) changed several times, forever 
updating some paragraphs. Archiving can prevent these losses, and be used as material for 
later research. Actually, Ben-David (2020) made a similar case for counter-archiving 
Facebook. Current attempts of rewriting historical narratives in other areas should urge us to 
consider saving this information. 
 
 
Recommendation to Civil society actors, including NGOs and journalists: 
 

7) Engage with platforms’ transparency material and relay findings from 
academia. 

Civil society bears a key role in ensuring that the DSA translates into actual transparency and 
accountability. Without discrediting dialogue and collaboration in any way, Meta’s case 
shows that platforms are responsive to pressure, given that Meta’s transparency increases 
have almost systematically stemmed from scandals or reputation crises. Hence, by translating 
and amplifying findings from their own research or from academia towards the relevant 
audience in an appealing way, they can help reward or sanction the enforcement and 
behaviour of platforms.  
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Annex I - Overview of the Transparency Database  
 
This Annex presents the database as it is before the Implementing Act from November 2024 enters into force on July 1, 2025, crossing the 
official Documentation, the DSA legislative text and my experience. It will stay relevant for the most part, except for categories. 
 

Variable name Type Values Explanation Article DSA 

decision_visibility List (optional) 

DECISION_VISIBILITY_CONTENT_REMOVED 
DECISION_VISIBILITY_CONTENT_DISABLED 
DECISION_VISIBILITY_CONTENT_DEMOTED 
DECISION_VISIBILITY_CONTENT_AGE_RESTRICTED 
DECISION_VISIBILITY_CONTENT_INTERACTION_RESTRICTED 
DECISION_VISIBILITY_CONTENT_LABELLED 
DECISION_VISIBILITY_OTHER 

When a piece of content’s visibility is sanctioned, the nature of the 
sanction(s) is stated (removed, disabled...) 

Article 17(1)(a) - 
Information on the 
type of restriction(s) 
imposed, on the 
territorial scope, 
and the duration of 
the restriction 

decision_visibility_other String (optional) String Mandatory precision if “other” is selected above. 

end_date_visibility_restriction Datetime (optional) AAAA-MM-JJ hh:mm:ss 
 
No date means a permanent restriction. 
 

decision_monetary String (optional) 
DECISION_MONETARY_SUSPENSION 
DECISION_MONETARY_TERMINATION 
DECISION_MONETARY_OTHER 

When a monetary payment is restricted, the nature of the sanction 
is stated. 

Article 17(1)(b) - 
Information on the 
type of restriction(s) 
imposed, on the 
territorial scope, 
and the duration of 
the restriction 

decision_monetary_other String (optional) String Mandatory precision if “other” is selected above. 

end_date_monetary_restriction Datetime (optional) AAAA-MM-JJ hh:mm:ss No date means a permanent restriction. 

decision_provision String (optional) 

DECISION_PROVISION_PARTIAL_SUSPENSION 
DECISION_PROVISION_TOTAL_SUSPENSION 
DECISION_PROVISION_PARTIAL_TERMINATION 
DECISION_PROVISION_TOTAL_TERMINATION 

When provision is suspended or terminated in whole or in part, the 
nature of the sanction is stated. 

Article 17(1)(c) - 
Information on the 
type of restriction(s) 
imposed, on the 
territorial scope, 
and the duration of 
the restriction 

end_date_service_restriction Datetime (optional) AAAA-MM-JJ hh:mm:ss No date means a permanent restriction. 

decision_account String (optional) DECISION_ACCOUNT_TERMINATED 
DECISION_ACCOUNT_SUSPENDED 

When an account is suspended or terminated, the nature of the 
sanction is stated. 

Article 17(1)(d) - 
Information on the 
type of restriction(s) 
imposed, on the 
territorial scope, 
and the duration of 
the restriction 
 

end_date_account_restriction Datetime (optional) AAAA-MM-JJ hh:mm:ss No date means a permanent restriction. 



account_type String (optional) ACCOUNT_TYPE_BUSINESS 
ACCOUNT_TYPE_PRIVATE 

This specifies the nature of the account connected to the 
information addressed by the decision (business or personal). 

Article 17(3)(b) - 
Information on the 
facts and 
circumstances 
relied on in taking 
the decision. 

decision_ground String DECISION_GROUND_INCOMPATIBLE_CONTENT 
DECISION_GROUND_ILLEGAL_CONTENT 

This specifies whether the decision was taken  because the 
content was illegal (d) or because it was incompatible with the 
terms and conditions (e) 

Article 17(3)(d) 
Article 17(3)(e) - 
The legal or 
contractual grounds 
relied on in taking 
the decision 

decision_ground_reference_url String (optional) String 
Where a specific URL to the legal or contractual ground is 
available, it is encouraged to include it to allow for a quick 
identification of the ground that was invoked to take the decision.  

illegal_content_legal_ground String (optional) String This specifies the exact legal ground (i.e. the applicable law(s)) 
that was/were relied upon in taking the decision. 

Article 17(3)(d) - 
The legal or 
contractual grounds 
relied on in taking 
the decision 

illegal_content_explanation String (optional) String This explains why the information is considered illegal on the basis 
of the legal ground indicated. 

incompatible_content_ground String (optional) String 
This specifies the exact contractual ground (i.e. the relevant 
section in the applicable terms and conditions) that was relied 
upon in taking the decision. Article 17(3)(e) - 

The legal or 
contractual grounds 
relied on in taking 
the decision 

incompatible_content_explanation String (optional) String This specifies why the information is considered incompatible with 
a specific section in the service’s terms and conditions. 

incompatible_content_illegal String (optional) String 
This specifies whether information that was restricted on the basis 
of an alleged incompatibility with the terms and conditions was 
also considered illegal by the online platform. 

category String 

STATEMENT_CATEGORY_ANIMAL_WELFARE 
STATEMENT_CATEGORY_DATA_PROTECTION_AND_PRIVACY_VIOL
ATIONS 
STATEMENT_CATEGORY_ILLEGAL_OR_HARMFUL_SPEECH 
STATEMENT_CATEGORY_INTELLECTUAL_PROPERTY_INFRINGEM
ENTS 
STATEMENT_CATEGORY_NEGATIVE_EFFECTS_ON_CIVIC_DISCOU
RSE_OR_ELECTIONS 
STATEMENT_CATEGORY_NON_CONSENSUAL_BEHAVIOUR 
STATEMENT_CATEGORY_PORNOGRAPHY_OR_SEXUALIZED_CONT
ENT 
STATEMENT_CATEGORY_PROTECTION_OF_MINORS 
STATEMENT_CATEGORY_RISK_FOR_PUBLIC_SECURITY 
STATEMENT_CATEGORY_SCAMS_AND_FRAUD 
STATEMENT_CATEGORY_SELF_HARM 
STATEMENT_CATEGORY_SCOPE_OF_PLATFORM_SERVICE 
STATEMENT_CATEGORY_UNSAFE_AND_ILLEGAL_PRODUCTS 
STATEMENT_CATEGORY_VIOLENCE 

This high-level classification indicates the main category under 
which the grounds relied on in a statement of reasons fall. 

Article 17(3)(d) 
Article 17(3)(e) - 
The legal or 
contractual grounds 
relied on in taking 
the decision 

 



category_addition List 
(optional) 

STATEMENT_CATEGORY_ANIMAL_WELFARE 
STATEMENT_CATEGORY_DATA_PROTECTION_AND_PRIVACY_VIOL
ATIONS 
STATEMENT_CATEGORY_ILLEGAL_OR_HARMFUL_SPEECH 
STATEMENT_CATEGORY_INTELLECTUAL_PROPERTY_INFRINGEME
NTS 
STATEMENT_CATEGORY_NEGATIVE_EFFECTS_ON_CIVIC_DISCOUR
SE_OR_ELECTIONS 
STATEMENT_CATEGORY_NON_CONSENSUAL_BEHAVIOUR 
STATEMENT_CATEGORY_PORNOGRAPHY_OR_SEXUALIZED_CONT
ENT 
STATEMENT_CATEGORY_PROTECTION_OF_MINORS 
STATEMENT_CATEGORY_RISK_FOR_PUBLIC_SECURITY 
STATEMENT_CATEGORY_SCAMS_AND_FRAUD 
STATEMENT_CATEGORY_SELF_HARM 
STATEMENT_CATEGORY_SCOPE_OF_PLATFORM_SERVICE 
STATEMENT_CATEGORY_UNSAFE_AND_ILLEGAL_PRODUCTS 
STATEMENT_CATEGORY_VIOLENCE 
vide 

This is an optional other category from the same list. 

 

category_specification List 
(optional) 

many keywords 
vide 

This is an optional specification from a more granular list of 
sub-categories. 

category_specification_other String 
(optional) 

string 
vide Mandatory precision if “other” is selected above. 

content_type List 

CONTENT_TYPE_APP 
CONTENT_TYPE_AUDIO 
CONTENT_TYPE_IMAGE 
CONTENT_TYPE_PRODUCT 
CONTENT_TYPE_SYNTHETIC_MEDIA 
CONTENT_TYPE_TEXT 
CONTENT_TYPE_VIDEO 
CONTENT_TYPE_OTHER 

This specifies the type of content that is restricted by the 
decision to which the statement of reasons relates. 

Article 17(1) 
Article 17(4) 
Article 17(3)(b) 
Recital 66 - 
Submission of clear 
and specific 
statements 

content_type_other String 
(optional) String Mandatory precision if “other” is selected above. 

content_language String 
(optional) String This specifies the language of the piece of content. 

Same as above - 
Submission of clear 
and specific 
statements 

content_date Datetime AAAA-MM-JJ hh:mm:ss This specifies the date when the platform has started to host the 
piece of content (date of publication or of account creation). 

Same as above - 
Submission of clear 
and specific 
statements 



territorial_scope List 30 codes à deux lettres pour les pays This specifies the territorial scope of the decision. 

Article 17(1)(a)-(d) 
Information on the 
type of restriction(s) 
imposed, on the 
territorial scope, and 
the duration of the 
restriction 

application_date Datetime AAAA-MM-JJ hh:mm:ss This specifies the date from which the restriction(s) apply. 

Article 17(1)(a)-(d) - 
Information on the 
type of restriction(s) 
imposed, on the 
territorial scope, and 
the duration of the 
restriction 

decision_facts String String This specifies the facts and circumstances relied on in taking the 
decision 

Article 17(3)(b) - 
Facts and 
circumstances relied 
on in taking the 
decision 

source_type String 

SOURCE_VOLUNTARY 
SOURCE_ARTICLE_16 
SOURCE_TRUSTED_FLAGGER 
SOURCE_TYPE_OTHER_NOTIFICATION 

This specifies what led to the investigation of the content. 

Article 17(3)(b) -  
Facts and 
circumstances relied 
on in taking the 
decision 

source_identity String 
(optional) String This specifies the identity of the notifier only if that is strictly 

necessary to identify the illegality of the content. 

Article 17(3)(b) -  
Facts and 
circumstances relied 
on in taking the 
decision 

automated_detection String Yes 
No 

This attribute indicates whether and to what extent automated 
means were used to identify the specific information addressed 
by the decision.  

Article 17(3)(c) - 
Information on the 
use made of 
automated means 

automated_decision String 
AUTOMATED_DECISION_PARTIALLY 
AUTOMATED_DECISION_NOT_AUTOMATED 
AUTOMATED_DECISION_AUTOMATED 

This indicates whether and to what extent automated means 
were used to decide on the infringing nature of the specific 
information addressed by the decision 

Article 17(3)(c) - 
Information on the 
use made of 
automated means 

platform_name String String Name of the platform.  

platform_uid String String Unique identifier of the SoR.  

created_at Datetime AAAA-MM-JJ hh:mm:ss Date of creation of the SoR.  
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Abstract 

Against the opacity and asymmetrical power that characterise digital platforms, the European Union 
introduced in late 2020 the Digital Services Act (DSA), an ambitious legislation that seeks to promote 
transparency and accountability in platforms. While the directive’s potential benefits and pitfalls have 
been widely discussed, few studies evaluate how it has translated in practice. This study is a first step 
towards bridging this gap. Taking Meta as a case study, it assesses to what extent the DSA has been 
effective in fostering meaningful transparency in social media platforms. It compares Meta’s past 
practices with its current implementation of the DSA, investigating documents produced by Meta, 625M 
statements of reasons from the Transparency Database and Instagram’s user-facing features. The 
results indicate that the DSA has increased meaningful transparency at Meta, but not equally across 
individual, aggregate and systemic levels, the three definitional layers of meaningful transparency. While 
procedural user-facing transparency is quite robust, the DSA has more difficulty fostering understanding 
of the platform’s overall content moderation patterns and impact on society. This can be explained by 
shortcomings in the DSA itself, but also by the visibility-management strategies that Meta deploys when 
releasing public information, which hinder its clarity. The thesis concludes by issuing seven 
recommendations covering two areas: raising the minimum of what is expected of platforms and 
promoting independent research. 
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